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Abstract—Recent studies in Legal NLP showed the lack of
structured data to train Deep Learning models in several tasks.
With the increased importance of privacy policies in the current
digital world, the research community released multiple datasets
related to privacy policies in the last few years. However, other
empirical studies have shown the lack of transferability between
domain-specific language models in a legal subdomain to other
more separate subdomains. With the focus on privacy policies,
models are not tested on other policies. In this work, we
release the CSIAC-DoDIN V1.0 dataset, focused on cybersecurity
policies, responsibilities, and procedures of the organizations
involved. This first version offers classic Legal NLP tasks such
as several Multiclass Classification tasks and text co-occurrence.
Furthermore, we also provide a baseline for this dataset and
tasks with experiments using classic transformer-based language
models such as BERT, RoBERTa, Legal-BERT, and PrivBERT.

Index Terms—dataset, large language models , legal natural
language processing, machine learning, deep learning

I. INTRODUCTION

Cybersecurity policy documents enclose the policies, re-
sponsibilities, and procedures an individual or organization
should do to protect digital assets like networks, devices,
data, and systems from unauthorized access, modification,
disclosure, and destruction. Finding or understanding a policy
is one of many challenges. A big problem, like in the case of
privacy policies [1], [2], is the length and language complexity
of these documents. One also needs to comprehend the
responsibilities and procedures that must be followed. Moreover,
creating resources to classify and cluster an extensive set of
cybersecurity policy documents requires a lot of manual work.

The recent advances in Legal NLP provide an opportunity
to streamline the automatic comprehension of cybersecurity
policies. High-level natural language understanding (NLU)
applications could assist legal practitioners in creating these

policies by providing an automated approach to classifying
and grouping them. A fine-tuned large language model could
also assist in the writing process and quality check of the
entire document. The benefits affect legal practitioners and
the organization and individuals impacted by the cybersecurity
policy document. Legal NLP could provide automatic question-
answering and information retrieval. A knowledge graph could
be built if excellent performance is reached in named entity
recognition and relation extraction. This is easy to tackle since
these documents are usually well-structured and contain all
references to other related documents.

Recent research in Legal NLP is mainly focused on privacy
policies which is just a subdomain of the cybersecurity
policies and the proper procedures to protect against malicious
intentions that can provoke a big disaster. In addition, existing
datasets do not include guidances, responsibilities, or proce-
dures, just the policies to follow. Furthermore, the need for more
structured data to train Deep Learning models [3] is a general
problem in Legal NLP, and the field of policies does not escape
this problem. This paper introduces a new dataset named Cyber
Security and Information Systems Analysis Center Department
of Defense Information Networks (CSIAC-DoDIN) V1.0, made
up of Cybersecurity-Related Policies and Issuances developed
by the DoD Deputy CIO for Cybersecurity [4].1 To the best
of our knowledge, it is the first of its kind includes policies,
guidelines, strategies, responsibilities, and procedures. Since
our dataset is about cybersecurity policies, the language domain
is vaster than the one provided by privacy policies. It could
give the means to train and obtain better models.

The dataset is publicly available here [5]:

https://doi.org/10.6084/m9.figshare.22800185.v1

1https://dodiac.dtic.mil/dod-cybersecurity-policy-chart/
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The dataset highlights the DoD’s robust cybersecurity
policies, owing to its strategic significance and sensitive
global operations. These policies offer insights into premier
cybersecurity best practices and methodologies. The chart also
incorporates standards from the National Institute of Standards
and Technology (NIST) and ISO, which are influential across
industries. Many companies look to the DoD as a model for
developing their cybersecurity and privacy policies. The paper
clarifies that these policies aren’t exclusive to the DoD.

Using this dataset, we created a set of Multiclass-
Classification tasks and Text-Co-Occurrence. Also, we provide
a baseline with four classic transformer-based language models
such as BERT, RoBERTa, Legal-BERT, and PrivBERT, on
these tasks, which allowed the comparison of general and
domain-specific pre-trained language models. This will serve
as the starting point for future works using this dataset.

The contributions of this paper can be summarized as:
1) Introduced a new curated dataset conformed to

Cybersecurity-Related Policies and Issuances developed
by the DoD Deputy CIO for Cybersecurity.

2) Provide a baseline with four classic transformer-based
language models such as BERT, RoBERTa, Legal-BERT,
and PrivBERT, applied to the Multiclass-Classification
and Text Co-Occurrence tasks obtained from the dataset.

3) Provide open access to the dataset and code to train and
evaluate the baselines, making it easier to build upon this
work and test new custom models or pre-trained ones.2

This paper is structured as follows. First, we present the
related works. Second, we describe our dataset creation method-
ology and provide descriptive statistics and the Legal NLP tasks
we created. Next, we offer the experiments performed and the
results obtained from them. After that, we present a discussion
and future work section, followed by the conclusions.

II. RELATED WORK

In the last few years, there has been rapid growth in legal
text processing and analysis. Multiple datasets, benchmarks,
and tasks have been created [1], [2], [6]–[10]. However, they
are focused on something other than cybersecurity policies.

Among the legal subdomains that have gained popularity is
the privacy policies subdomain. Privacy policies are popular
datasets like [6], which produces a comprehensive labeled list
of privacy policy documents and categories for classification.
In addition, works like [9] curated a dataset of 1,071,488
English language privacy policies spanning over two decades
and over 130,000 distinct websites. Furthermore, future works
have reused these datasets to create other NLP tasks besides
Multiclass Classification, like Question Answering [2], and
evaluated big language models like Bidirectional Encoder
Representations from Transformers (BERT) [11] on them.

A recent work [1] introduced a benchmark dataset for
general language understanding in privacy policies called
PrivacyGLUE that contains several of the existent datasets
of privacy policies. Furthermore, the authors also provided

2https://github.com/Fidac/DoD-Document-Classification.git

an analysis and comparison of the performance of multiple
transformer-based language models like BERT, RoBERTa [12],
Legal-BERT [13] and PrivBERT [14].

In a more generalized legal domain, the research [10] pro-
duced a Benchmark Dataset for legal language understanding
in English called LexGLUE that has multiple legal language
datasets. The authors also analyzed and compared multiple
transformer-based language models in each of the designed
NLU tasks. The transformer-based language models evalu-
ated are BERT, RoBERTa, DeBERTa [15], Longformer [16],
BigBird [17], Legal-BERT, CaseLaw-BERT [18].

The research on both benchmarks [1], [10] showed the
disparity among legal subdomains and how a domain-specific
model like Legal-BERT or PrivBERT could be outperformed
by general-purpose models in some tasks and datasets. This
increases the importance of having multiple curated and labeled
datasets on different subdomains of the legal field, besides the
paucity of legal domain datasets in recent literature [3], [19].

Privacy policies are gaining all popularity, and multiple
datasets are being created when any other type of policies and
similar documents are being ignored. Therefore, we decided
to introduce a new dataset focused on cybersecurity policies
with this work. In addition, we include many documents and
guidance related to cybersecurity and provide a baseline in our
dataset for further research.

III. DATASET

This section describes the knowledge base used to build these
datasets, the annotation scheme and structure of the corpus, the
Legal NLP tasks created, and the description of the different
versions of the dataset according to the Legal NLP task.

A. Knowledge Base Description

As the knowledge base for building this dataset, we used
a chart that clusters and classifies the Cybersecurity-Related
Policies and Issuances developed by the DoD Deputy CIO for
Cybersecurity.3 The chart organizes the cybersecurity policies
and guidance documents by Strategic Goal and Office of
Primary Responsibility. The chart captures many applicable
policies with a grand organizational scheme. This organizational
scheme provides the distribution in separate clusters of each
document and its content. Leveraging this ensures our dataset
encompasses a broad spectrum of policies from a globally
influential entity in cybersecurity. The meticulous upkeep of
this knowledge base assures the policies we have included
are current and pertinent. Furthermore, the DoD policies on
the Chart also include policies from the National Institute of
Standards and Technology (NIST), which is widely applied
by industry. The Chart’s design includes specific and com-
prehensive DoD and “best practice” industry policies, such
as the NIST, and ISO-type policies for organizations to use
for security and privacy. Often, the NIST serves as a general
benchmark for industry to judge policy.

Additionally, the DoD Cybersecurity Policies have a great
global relevance. The DoD holds immense strategic significance

3https://dodiac.dtic.mil/dod-cybersecurity-policy-chart/
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TABLE I: Subclusters corresponding to each cluster and its description

Subcluster Outer Cluster Description

Lead and Govern Organize Provide vision and follow through to set the enterprise direction, foster a culture of accountability, and provide insight
and oversight for the enterprise.

Design for the Fight Organize Deliver, synchronize and integrate capabilities across the organization in time by shaping capabilities, engineering for the
entire enterprise, leveraging technology, investing for success, and balancing risk.

Develop the Workforce Organize Provide a learning continuum to recruit, retain, and educate qualified professionals while keeping capabilities current
through education and training, proper structure of the workforce, and the cultivation of awareness of initiatives.

Partner for Strength Organize Leverage the unique capabilities of partners from various areas such as intra-goverment, academia, cybersecurity and IT
industry, defense industry, and international/global partners.

Secure Data in Transit Enable Provide robust, state-of-the-art cryptographic products and key management services for secure data transmission.
Manage Access Enable Provide secure, authenticated access to authorized users for proper visibility, configuration, connection, and allocation of

resources through managed identity credentials, privileges, and resources.
Assure Information Sharing Enable Allow for secure and seamless information flow and management across security domains by assuring publishing, discovery,

and collaboration.
Understand the Battlespace Anticipate Align and leverage information from audits, sensors, forensics, and incident management across an enterprise through

knowing adversaries, networks, and consequences.
Prevent and Delay Attackers and
Prevent Attackers from Staying

Anticipate Leverage knowledge of networks, vulnerabilities, and adversaries to harden systems, defend perimeters, and assess defenses.
Lower adversarial capabilities through detecting, diagnosing, eliminating, preventing, and constraining attacks.

Develop and Maintain Trust Prepare Guarantee integrity and availability of systems by assuring use, engineering for survivability, and maintaining integrity.
Strengthen Cyber Readiness Prepare Harden response procedures by linking units across the enterprise, stress testing response procedures, identifying critical

assets, and improving continuity planning.
Sustain Missions Prepare Enable enterprise mission with limited interruption during an attack by assessment for fighting through adverse events,

sustaining critical systems during degradation, and rapidly restoring systems to a trusted state.

in cybersecurity, setting benchmarks for various entities. While
our dataset might not capture the entire global breadth of all
world policies, it provides in-depth insights into a sophisticated
cybersecurity framework with wide-scale use in the industry.
This dataset facilitates comparative research, enabling an anal-
ysis of DoD policies against other frameworks and spotlighting
unique attributes and alignment areas.

B. Annotation Scheme

The annotation scheme for each document and policy inside
is based on the organization provided in the chart. In 2009,
the Department of Defense (DOD) developed clusters directed
at the goal the policy was designed to achieve as part of its
information assurance strategy and ensure proper unit-level
capabilities. This scheme is made up of seven outer clusters
and twelve subclusters. Each outer cluster is one class the
document belongs to, and the subcluster is another. Table I
shows the subclusters corresponding to each cluster and its
description. The seven outer clusters are described as follows:
Organize: Policies in this cluster relate to how enterprise units

(e.g., departments) can organize for unity and purpose.
These policies provide guidance to ensure unit capabilities
are designed, organized, and managed so that capabilities
are synergistic, flexible, and dynamic in responding to
the demands of any event and can support the shared
objectives of the whole enterprise.

Enable: Policies in this cluster relate to the access of infor-
mation. These policies provide guidance to ensure that
information is available to authorized parties but also
protected from adversaries. The policies are designed
so that all units have proper visibility, control, and
management of information assets in a secure manner.

Anticipate: Policies in this cluster relate to how enterprise
units can anticipate and prevent attacks on data and
networks. These policies provide guidance on how to stop
attacks outside the network perimeter of an enterprise but
also allow for perimeter flexibility and maneuverability

when needed. Additionally, the policies outline guidance
for secondary defense if a network perimeter is breached.

Prepare: Policies in this cluster relate to how enterprise units
prepare and operate during a successful data breach or
cyber-attack. The policies provide guidance for increasing
system resiliency by ensuring cyber assets self-monitor,
self-attest, and self-repair. The policies note that units
that experience a cyber-attack have assurances that the
enterprise remains functional or has a plan in the event
of complete system degradation.

Authorities: This cluster of policies outlines which agency
or authority (e.g., Department of Defense, United States
Coast Guard) the policy is applicable. Additionally, this
outlines the acting authority of policy that is to be followed
in the event of multiple entities from different enterprises
working collectively.

National/Federal: This cluster of policies relates to national
and federal policies that provide guidance for actions for
entities at that level.

Operational/Subordinate Policy: This cluster relates to poli-
cies that are for specific entities that might be used in
coordination with a superseding policy.

C. Extraction and Annotation process

Each annotator got assigned a set of outer clusters and
followed the following protocol:

• Access the link on the chart and find the correct document.
• Once the document is found, determine if the document

is guidance, strategy, or policy.
• If the document is guidance or strategy, extract the

document PDF.
• If the document is a policy, then extract the PDF and

also go through the document and extract every policy,
responsibility, and procedure. Also, extract the general
Purpose, Scope and Applicability of the document.

• If the link wasn’t accessible or there were other reasons
not to access the PDF, report and ignore that document.



Fig. 1: example of a set of procedures on the left extracted and annotated on the excel file on the right.

After analyzing the documents with a legal expert, we noticed
that the policy documents were structured with the following
sections: Purpose, Authority, Scope, Policies, Responsibilities,
Procedures, Definitions, and References. With further discus-
sion with a legal expert, the type of text containing the policy
documents’ essence is enclosed in the Purpose, Scope, Policies,
Responsibilities, and Procedures section. Therefore, in this first
version, we focused the extraction on those sections. However,
if deemed useful, the full document is also included in the
dataset. Therefore, every item extracted from a document is
classified by type as a policy, responsibility, or procedure. As
a better description of each class, we can say:
Policy: A policy is designed to set parameters for decision-

makers while allowing for flexibility for decision-makers.
Responsibility: Responsibilities within the policy designate

which organization members are accountable to ensure
the policy is adhered to.

Procedure: A procedure within the policy provides step-by-
step instructions for performing a routine task.

The annotator would search for the Policies, Responsi-
bilities, and Procedures sections if the document were a
policy. Then they would iterate through each item in those
sections and put them in an Excel file with the fields
of Id, Cluster, Classification, Purpose, Scope
and Applicability, Type, Text, and several columns
with the name Child_Level#.

The values in the Cluster column correspond to which cluster
the document belongs to in the chart. The Classification column
will have the name of the subcluster the document belongs
to, if any. The type column would have the values of Policy,
Responsibility, or Procedure, according to which section of the
document the text was extracted.

We decided to keep the structure of the text in our dataset.
This is the use of the Child Level# columns. Several policies,
responsibilities, and procedures usually have subitems and can
end with a tree form of a few levels of depth. Therefore, we
represented these trees in Excel instead of just putting in our
dataset the final text that will concatenate the text from the

root with the text of every node in the path to a leaf. Fig. 1
shows how the text of a document on the left and how those
procedures are extracted in the Excel file. This way, we could
keep the structural form of the document, which opened the
path to one of the tasks we created.

The rationale for including guidances, responsibilities, and
procedures with policies clarifies their implementation. Respon-
sibilities establish a clear chain of command for accountability
during incidents. Procedures offer step-by-step directions to
ensure policy objectives are met. Without such procedures,
even detailed policies can be ineffective due to the lack of
clear directives. Moreover, guidances, responsibilities, and
procedures enhance a Large Language Model’s understanding
of a policy and its implications.

D. Legal NLP Tasks created

Using this dataset as a base, we created a set of Legal NLP
tasks like Multiclass-Classification and Text-Co-Occurrence.
Next, we list the set of tasks we proposed, but the dataset is
broader than these.
Cluster/Subcluster Classification: Determine if a given pol-

icy, responsibility, or procedure belongs to a particular
cluster or subcluster.

Type Classification: Determine if a text is a policy, responsi-
bility, or procedure.

Purpose-Text Co-Occurrence: Determine if a given policy,
responsibility, or procedure co-occurs a Purpose of a
document.

Scope/Applicability-Text Co-Occurrence: Determine if a
given policy, responsibility, or procedure co-occurs with
the Scope/Applicability of a document.

Text-Text Co-Occurrence: Determine if a given subpart of a
policy, responsibility, or procedure co-occurs with another
subpart of a policy responsibility or procedure.

Co-occurrence tasks focus on context relevance, ensuring
policies, responsibilities, and procedures align with a docu-
ment’s purpose and scope. Our Text-Text task aims to identify
if a subitem semantically relates to its preceding context.



TABLE II: Documents distribution and extraction results by
subcluster or cluster.

Subcluster/Cluster Excels Just PDF Missing Total

Lead and Govern 0 23 0 23
Design for the Fight 15 3 6 24
Develop the Workforce 8 2 4 14
Partner for Strength 4 3 3 10
Secure Data in Transit 17 2 3 22
Manage Access 13 3 8 24
Assure Information Sharing 6 0 0 6
Understand the Battlespace 3 5 0 8
Prevent and Delay Attackers
and Prevent Attackers
from Staying

10 9 7 26

Develop and Maintain Trust 4 0 2 6
Strengthen Cyber Readiness 9 7 0 16
Sustain Missions 10 2 8 20
Authorities 3 3 2 8
National/Federal 21 11 4 36
Operational/Subordinate 0 0 6 6

Total 123 73 53 249

Verification and comprehensiveness are also vital, involving
automated checks for misplaced items within a document and
verifying new items’ compatibility with the existing context.

Improving policy design is crucial. Identifying patterns in
document co-occurrences offers key insights, enabling designers
to craft more effective policies with all necessary components.
Given the growing complexity and volume of cybersecurity
policies, there’s a clear need for automated guidance. Large
Language Models trained in co-occurrence tasks can guide
professionals by suggesting aligned responsibilities or proce-
dures for new or revised policies and providing insights into
potential additions for current policies and procedures.

E. Composition of the Corpus

This section will describe the dataset’s statistics and variants
created depending on the Legal NLP task.

Table II shows how many documents by subcluster or cluster4

from the chart we were able to extract labeled text, how many
we only extracted the PDF, and how many we could not
access. After the extraction process was finished, Table III
shows the total of 7698 examples in the dataset and how they
are distributed across the three types: Policy, Responsibility,
and Procedures. Fig. 2 bar chart shows how many examples
from the dataset are in each cluster. It is essential to highlight
that every policy, responsibility, or procedure belongs to a
cluster. However, the chart has clusters that do not have
other subdivisions. Therefore, some of the 7698 examples
are not assigned to a subcluster but just an outer cluster.
Table V provides the distribution of the dataset concerning
each subcluster. You might notice that the Lead and Govern
subcluster has 0 text examples assigned. This is because all the
documents in this subcluster were strategy documents, which
is different from the focus of this dataset at the moment.

In addition, Table IV shows for the Text-Co-Occurrence
tasks how many positive examples were available for each
task. It is important to notice that there are fewer examples
in the Purpose-Text and Scope/App-Text tasks because some

4In case the cluster does not have any subcluster.

TABLE III: Dataset distri-
bution by type

Type Frequency
Policy 1531
Responsibility 4175
Procedures 1992
Total 7698

TABLE IV: Positives ex-
amples in each Text-Co-
Occurrence task.

Task Frequency
Purpose-Text 7197
Scope/App-Text 6617
Text-Text 8355

Fig. 2: Distribution of examples in the dataset by cluster.

TABLE V: Dataset distribution by subcluster

Subcluster Frecuency
Lead and Govern 0
Design for the Fight 1002
Develop the Workforce 107
Partner for Strength 102
Secure Data in Transit 663
Manage Access 816
Assure Information Sharing 903
Understand the Battlespace 96
Prevent and Delay Attackers
and Prevent Attackers from Staying 2165

Develop and Maintain Trust 43
Strengthen Cyber Readiness 151
Sustain Missions 112
Total 6160

documents did not have a Purpose or Scope/App section.
Furthermore, there are more Text-Text examples because we
consider an example as the entire path from a root to a leaf in
the Multiclass-Classification datasets. In the case of the Text-
Text Co-Occurrence task, the positive examples are built by
taking every tree built from a document policy, responsibility, or
procedure, and every edge is a pair of Text-Text where the child
co-occurs with the parent. For all the Text-Co-Occurrence tasks,
we used a negative sampling strategy described as follows: (i)
take the premise of a positive example at random; (ii) select
the hypothesis of a different positive example that does not
have the same premise; (iii) create a negative example using
the randomly picked premise and hypothesis; (iv) continue this
process until there are as many negative examples as positives.



IV. EXPERIMENTS AND RESULTS

In this section, we describe the evaluation of five transformer-
based language models that have achieved state-of-the-art
performance in most NLP tasks [20]. These models are trained
in vast amounts of unlabeled text on Mask Language Modeling
(MLM) and Next Sentence Prediction (NSP) tasks. We fine-
tuned each of the following models in the particular version
of the dataset corresponding to the task we were evaluating.
BERT: Most popular transformer language model proposed

by [11]. It is trained in MLM and NSP tasks on the
Wikipedia5 and Bookcorpus [21] datasets.

RoBERTa: [12] implemented the RoBERTa model to improve
BERT using a larger vocabulary and a dynamic masking
technique to eliminate the NSP task. It was pre-trained
on the same datasets as BERT.

Legal-BERT: Is another BERT-based model by [13] pre-
trained from scratch on English legal data consisting of
contracts, legislation, and court cases. The data sources are
cited in the original paper and the Hugging Face Model
Card.6 The sub-word vocabulary of Legal-BERT is built
from scratch with additions to legal terminology.

PrivBERT: A RoBERTa-based model [14]. It was pre-trained
from scratch on one million privacy policy documents.7

We use the selected pre-trained models publicly available in
Hugging Face.8 Specifically, we used their base configurations
with 12 Transformer blocks, 768 hidden units, and 12 attention
heads. We train all the models using the Adam optimizer [22]
and a learning rate of 5 ∗ 10−5 during six epochs since,
after several experiments, the models will reach their peak
at the fourth or fifth epoch in every task. In the Multiclass-
Classification tasks, we divided the dataset by randomly taking
60% of the examples in each class for training, 15% for
validation, and 25% for testing; we selected this distribution
to keep as much balance as possible and avoid overfitting
to a class. In the Text-Co-Occurrence tasks, the datasets are
balanced; we took 60% of the examples in each category for
training, 15% for validation, and 25% for testing with the
guarantees that all are balanced.

For the evaluation of the performance of all the models in
all the tasks (Multiclass-Classification and Text-Co-Occurrence
tasks), we used the micro-F1 (µ-F1) and macro-F1 (m-F1)
metrics to take into account imbalance. Furthermore, for
completeness and following the practice of several works [1],
[10], [23], we report arithmetic, harmonic, and geometric
means.

Table VI shows the models’ results in all the dataset variants
of the type Multiclass-Classifcation, and Table VII shows the
models’ results in all the dataset variants of the type Text
Co-Occurrence. In addition, Table VIII presents the aggregated
(averaged) results. Table VI shows how Legal-BERT and
PrivBERT dominate on all tasks. This suggests that legal

5https://dumps.wikimedia.org
6https://huggingface.co/nlpaueb/legal-bert-base-uncased
7https://privaseer.ist.psu.edu/data
8https://huggingface.co/models

TABLE VI: Test results for all examined models across all
Multiclass-Classification tasks.

Type Cluster Subcluster
Method µ-F1 m-F1 µ-F1 m-F1 µ-F1 m-F1
BERT 0.963 0.95 0.96 0.921 0.911 0.734
RoBERTa 0.96 0.947 0.954 0.925 0.923 0.74
Legal-BERT 0.969 0.96 0.966 0.954 0.921 0.733
PrivBERT 0.969 0.959 0.967 0.938 0.931 0.741

TABLE VII: Test results for all examined models across all
Text Co-Occurrence tasks.

Purpose-Text Scope/App-Text Text-Text
Method µ-F1 m-F1 µ-F1 m-F1 µ-F1 m-F1
BERT 0.749 0.735 0.581 0.503 0.715 0.699
RoBERTa 0.539 0.427 0.494 0.397 0.607 0.556
Legal-BERT 0.738 0.721 0.574 0.495 0.688 0.666
PrivBERT 0.533 0.414 0.491 0.347 0.55 0.464

domain-specific models possess good transferability to the
cybersecurity policies domain and outperform general-purpose
models for some Multiclass-Classification tasks. However,
in the case of the Text-Co-Occurrence tasks, BERT model
dominated in all of them and all metrics. We believe that, in
the case of RoBERTa and PrivBERT, the reason for such low
performance is that they were not pre-trained in the NSP task.
Still, BERT outperforms Legal-BERT, suggesting that domain
transferability from models like Legal-BERT and PrivBERT
to other domains is low for more complex tasks. Also, these
results indicate the importance of including NSP as one of
the pre-training tasks of a new transformer-based LM. Finally,
based on the aggregated results in Table VIII, BERT performs
overall better in all metrics. However, Legal-BERT is quite
close, but it highlights how the difference in the performance
of BERT and Legal-BERT in Text-Co-Occurrence tasks was
more significant than in Multiclass-Classification tasks where
Legal-BERT outperforms BERT.

V. DISCUSSION AND FUTURE WORK

To begin our discussion, it’s vital to understand the im-
plications of cybersecurity-related policies for organizations.
Failures to grasp these policies can lead to data breaches
[24], regulatory fines [25], loss of consumer trust [26],
and reduced firm value [27]. Information security policies
need to be clearer, more consistent, and intricate [28].
There are often misunderstandings between policy-makers and
implementers [29], [30], and policy complexity can cause
stakeholder stress and confusion, resulting in potential policy
breaches [31], [32]. With a growing focus on cybersecurity,
there’s a shortage of clear policies from various regulators
and organizations, making it challenging for executives to
ensure compliance [30]. Many organizations remain unaware
of relevant policies for cybersecurity incidents, risk mitigation
strategies, or data breach remediation. This dataset aims to help
both academia and industry in understanding and effectively
applying policies, reducing misconceptions and negligence.
The paper and data are pivotal, as security policies safeguard
individuals, organizations, and society at large.

https://dumps.wikimedia.org
https://huggingface.co/nlpaueb/legal-bert-base-uncased
https://privaseer.ist.psu.edu/data
https://huggingface.co/models


TABLE VIII: Test results aggregated over all tasks: arithmetic
(A), harmonic (H) and Geometric (G) mean.

A-Mean H-Mean G-Mean
Method µ-F1 m-F1 µ-F1 m-F1 µ-F1 m-F1
BERT 0.813 0.757 0.786 0.724 0.799 0.741
RoBERTa 0.746 0.665 0.689 0.591 0.717 0.627
Legal-BERT 0.809 0.754 0.778 0.717 0.794 0.736
PrivBERT 0.74 0.643 0.676 0.549 0.707 0.595

As discussed in the previous section, we just explored a
small set of the big family of transformer-based language
models to be applied to this dataset. Ensemble combinations
of these models and trying other models pre-trained in similar
legal data are just a few of the future directions that can be
followed to increase performance. Furthermore, it opens the
door to investigating the correlation between cybersecurity
and privacy policies. For example, we evaluated a model
trained only on privacy policies like PrivBERT. Still, the entire
text of our dataset could be used with more information on
the internet to train a model expert in cybersecurity policies
(CyberSecBERT) and evaluate it in privacy policies which
provide insights in both directions of the transferability between
both domains. Furthermore, this work strengthens the argument
for more transferability among legal subdomains in some tasks.
However, it showed that domain-specific legal LM and privacy
policies in some Multiclass-Classification tasks perform better
in cybersecurity policies. The low performance of all the models
in the Text-Co-Occurrence tasks is because of their complexity.
Some policies, responsibilities, or procedures are short and lack
context to ensure they relate to a Purpose, Scope/Applicability,
or if they are likely to come after a particular statement.

The current dataset is an initial version, with potential for
expansion through the addition of new categories and further
exploration of guidance documents accessible via the chart. It
can be enhanced with tasks such as Named Entity Recognition
(NER), Relation Extraction, Question Answering (QA), and
Information Retrieval (IR). From the chart, a citation network
can be constructed, referencing structures like those in [33].
The dataset presently contains 196 cybersecurity documents
from the DoD in PDF format.

VI. CONCLUSIONS

In this paper, we discuss the importance of cybersecurity
policies in modern digital life and highlight the need for datasets
based on them, given the current progress in Legal NLP and
exploration of subdomains within the legal field. Most of
the research community is exploring privacy policies which
are only one of the topics explored in cybersecurity policies.
Our contribution to this issue was the creation of the CSIAC-
DoDIN (V1.0) dataset that conformed to Cybersecurity-Related
Policies and Issuances developed by the DoD Deputy CIO for
Cybersecurity. In addition, we released baseline performances
using classic and domain-specific transformer language models
like BERT, RoBERTa, Legal-BERT, and PrivBERT. Our results
showed good transferability from legal domain-specific LM
to the cybersecurity policies in Multiclass-Classification tasks,

but this is not the case on Text-Co-Occurrence tasks. Finally,
we shared our code and dataset for future experimentation and
reproducibility.

LIMITATIONS

Although our dataset is just based on DoD cybersecurity
policies which is a small set of all the cybersecurity policies in
the world, it will be a representative set of English cybersecurity
policies datasets that will be created in the future and possibly
a benchmark like [1]. In the current version of our dataset,
only the English language can be evaluated, and we only
provide Multiclass-Classification and Text-Co-Occurrence tasks.
However, the dataset can be extended with more tasks. In
addition, even when the dataset was built from a human
knowledge base, it cannot still be considered a human expert
performance comparison with any of the tasks provided in
this dataset. We intend to collaborate with the DoD to assess
human performance on these tasks in future works.

As internal threats, we have possible problems that might
have arisen during the data extraction process. Extracting data
is always a complex process that, in our case, could imply
misclassified examples. We mitigate the miss classification
since we are using the chart from the DoD as a knowledge
base, and all the categories do not come from the annotators
but are already present in the chart. We just adapted the chart to
a processable format for NLP algorithms. However, the authors
discussed with a legal expert to assess the correct classification
in the few cases when it needed clarification.

The models we provided their performance in the dataset’s
tasks are only a small set of all the transformer language
models currently out there. Also, we made the naive approach
in all the tasks with a basic Hugging Face pipeline and
used the [CLS] token encoding for classification to provide a
baseline. Therefore, the results obtained in each model also
carry the model’s and our approach limitations. Furthermore,
any conclusion from this paper cannot be generalized to any
other NLP domain or out of this dataset’s scope.

ETHICS STATEMENT

This dataset can be the base and inspiration to create new
data related to cybersecurity policies. Furthermore, it can result
in the automation of complex tasks like question answering
and information retrieval. To put just an example, any new
document created in the future could be automatically placed in
the chart. All this data can be used to obtain high-performance
transformer language models that can be used to develop
applications to help users to understand cybersecurity-related
policies, which tend to be sometimes long, complex, confusing,
and inconsistent [28]. However, it is always important to
consider the risks of transformer language models. Not only the
misclassifications and errors, but they also discuss cases of bias,
gender bias, toxicity language, and information leaking [34]–
[36]. Especially the latter is a high risk when dealing with
cybersecurity policies since this is sensitive data, and also
some users might consider using these models in classified
documents.
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