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Digit recognition is a good problem to learn

about machine learning.

• Some applications for digit recognition are

online handwriting recognition on devices,

numeric entries in forms filled by hand,

investigation of vehicle license plates and

recognition of zip code by postal services.

INTRODUCTION

RECOGNIZING DIGITS

PRINCIPAL COMPONENT ANALYSIS

• All the algorithms were implemented using 

Python scripts.

• Experiments with SVMs using the full 784 

dimensions required massive amounts of 

memory leading to poor efficiency.

• In  order to improve efficiency of the SVM 

training, we used PCA for dimensionality 

reduction from 784 to 144 features.

• We used  10-fold cross-validation to 

repeatedly and randomly split the dataset 

into training and validation set.

• Using RFs we varied the number of trees 

achieving the following accuracies.

• n_estimators = 2 , accuracy = 92.7%

• n_estimators = 10 , accuracy = 99.9%

• The results are reported on the full 784 

features training set. The cross-validated 

results are shown in the next table.
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CONCLUSION
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• Our goal is to recognize the handwritten

digits (0-9) from the dataset of images.

• While performing handwritten digit

recognition we come across many

challenges, one being the digits written are

not always the same, they may vary in size

and thickness.

Dataset:

• Digit Recognition is one of the most

popular competitions in Kaggle and the

data is taken from MNIST dataset.

• Training set has 42000 examples and 784

features. Test set has 28000. The number of

classes is 10.
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SUPPORT VECTOR MACHINES

RANDOM FOREST ALGORITHM

• SVM is a supervised machine learning 

algorithm which can be used for both 

classification and regression.

• It aims to find a hyperplane which best 

divides the dataset into two classes.

• SVM is very accurate where the number 

of dimensions is greater than the number 

of samples.

• Random Forests (RFs) are used for general 

purpose classification and regression.

• The aggregated result from multiple decision 

trees would form an ensemble known as a 

random forest.

• RFs are computationally efficient for real 

world prediction tasks.

• Random forests have a much simpler 

algorithm then SVMs and also consume 

lesser resources than SVM training on 

highly dimensional datasets.

• SVMs work best for smaller datasets, since 

the training time taken for larger dataset is 

typically O(n2) with respect to the input.

• For both random forest and SVMs, the 

complexity increases as the number of 

training samples increase.
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• PCA retains most of the data information 

while reducing the dimensionality of the 

dataset.

• Input digit images are projected onto a 

low dimensional space and based on these 

images, PCA extracts Eigen-vector based 

digits.


