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Abstract—Cloud-native systems have become widely embraced
by the industry. The decentralization characteristic of these sys-
tems provides many benefits, which have led to their widespread
adoption. However, while cloud-native systems have solved many
of the limitations of monolithic systems, they have introduced
their own problems. A key issue is decentralization, which makes
it difficult to capture a view of the system as a whole. Without a
system-centric perspective, developers resort to updating assigned
services without analyzing the implications on the overall system.
As a result, a software system can degrade over time by
introducing technical debt. A holistic system view, such as a
service dependency graph, is the instrumental artifact that can
help developers understand system dependencies, discern future
extensions, or aid with change impact analysis. However, the
established visualizations of these graphs are static, aiming to
provide all information at once, which leads to complex and hard-
to-understand graphs when representing microservice systems. In
this paper, we advance the visualization of service dependency
graphs with interactive features. We present an interactive and
reactive two-dimensional and three-dimensional graph view for
microservice systems that aims to simplify analysis of complex
systems when looking for dependencies across services.

Index Terms—Software Architecture Reconstruction, Static
Analysis, Microservices, Cloud-Native

I. INTRODUCTION

Microservice architecture is the standard for cloud-native
systems. Its decentralized nature allows the system to handle
much larger payloads by distributing the work to multiple
services. Multiple services also allow developers to work
independently and institute their own frameworks. Benefits
such as these are the reason companies have moved from
monolithic systems to microservices.

With these benefits and solutions to monolithic problems
come new issues. One major issue is distributed system
architectural degradation, which occurs because there is no
centralized view of the system. Moreover, with developers

979-8-3503-9118-3/24/$31.00 ©2024 IEEE

working independently on individual microservices and not
reconciling their changes, the system can decay over time
into a completely different version from what was intended.
Independent parts may not work together as a whole due to
different development environments or even different program-
ming languages. Issues can go unnoticed by other developers
if they are not working on that part of the system.

With a holistic view of the system’s service dependen-
cies, developers could better understand the impact of source
code changes on other services and avoid ripple effects. We
performed multiple systematic literature reviews to find the
most common architectural views providing a holistic per-
spective for microservices, and identified service dependency
graphs [1]-[3]. However, current graph visualizations lack
interactivity and present a static, all-in-one solution.

There is a need for more advanced visualization that pro-
vides interactivity [4], [5] to help developers better understand
the system, its design qualities, and the implications of their
code changes to selected system parts. In the context of cloud-
native systems where the number of microservices grows
significantly, an established approach to service dependency
graph visualization renders too complex and too detailed to
help practitioners understand the system [6]; and novel visu-
alization approaches are necessary to adopt the microservice
system specifics. In this paper, we address a novel interactive
visualization for service dependency graphs.

Problem Statement: Established visualizations of service
dependency graphs are static all-in-one solutions that lack
interactivity and available data visualization advancements.
They do not align with the complexity brought by microser-
vices, where many decentralized services interact and render
too complicated to manually reason about when dealing with
system quality assessments.

Paper contribution: To provide interactive service depen-
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dency graph visualization that takes into account large-scale
microservice systems, we investigate a 2D and 3D solution.
We implement a visualization prototype that can render a high-
level system-centered view. Finally, we use a large third-party
system benchmark to demonstrate our solution.

The rest of the paper is organized as follows. Section II gives
background into different visualization techniques and the ben-
efits and issues they present. Section III details works related
to our topic. Section IV describes our software reconstruction
method, which includes static analysis and usage of a service
dependency graph. Section V details the implementation of
our visualization prototype. Section VI discusses our findings
overall, the benefits they offer, and potential extensions and
applications for our research. Finally, we conclude our paper
in Section VII with a general summary of our implementation
and research.

II. BACKGROUND

In order to create a high-level view of the system, data about
the system must be extracted in order to reconstruct [6] and
understand it. Two general approaches exist for this extraction
process: static and dynamic analysis.

Dynamic analysis [7], [8] is used primarily in the industry
to extract service dependency graphs. Tracing tools such as
Jaeger [9] and OpenTelemetry [10] can capture and monitor
calls between microservices at runtime. These calls can be
instrumented and aggregated to determine metrics such as
end-to-end delay and failed calls. The metrics can then be
used to determine problem areas within a system and treat
them by implementing load balancing and hot swapping of
microservices. Some small-scale visualizations, like Jaeger’s
service dependency graph generated from a single trace, can
help to more easily see these metrics aggregated, rather than
having to manually parse text [9]. However, this graph is static
and limited to the data collected by tracing, not discovering
many of the dependency relationships that are not executed
during a trace. In addition, the distributed tracing approach
does not scale well as an architecture expands over time since
the implemented mitigation efforts seek to treat the symptoms
as opposed to curing the underlying issues.

On the other hand, static analysis [11] strives to under-
stand the system as it stands, without events taking place at
runtime. Static analysis focuses on analyzing the code and
tracking dependencies based on what is represented in the
code structures. Typically, this involves parsing the code and
generating abstract syntax trees and control-flow graphs that
can be reduced to call graphs. However, one issue comes
with system design where microservices typically build on
components, and common program analysis considers low-
level code [12]. Thus, many works in this area focus on
language-specific solutions or include introspection methods
like reflections which provide the interface perspective of used
components rather than complete detail. Similar to dynamic
analysis, there are limitations. Here, the limits are language de-
pendence and restrictions on detecting components. Successful
demonstration of analyzing microservice systems using static

analysis has been demonstrated by Walker et al. [13], while
limited to the Java platform.

No matter the approach, after extracting the structure of the
system, this data can be aggregated and analyzed to visualize
the system. One specific view of a decentralized system is a
service dependency graph which provides a high-level view
of the services that make up the system and the dependencies
between them. This type of graph is the perfect framework for
visualizing an entire microservice system. The visualization
is simple but easily extendable. The prototype we introduce
in this paper utilizes static analysis to form its own service
dependency graph. We also demonstrate how such a graph
can be extended to have more functionality.

III. RELATED WORK

As the issues of architectural degradation within microser-
vice architecture have become more apparent, research has
been conducted into how this issue can be overcome through
software architecture reconstruction and the outcome visual-
ization to practitioners.

Rademacher et al. outline a modeling method to reconstruct
system architecture in order to enable an analysis of the
system that can help prevent architectural degradation [14].
By collecting the domain concepts, services, and operations
in a system, a decentralized system can be reliably modeled.
Such a model can be used to understand the architecture
and its implementation and identify areas that could degrade
the system. Their approach is broken down into six distinct
steps. The first phase, preparation, consists of gathering the
input for reconstruction, like documentation, source code, and
scripts, as well as inputting any known information about the
system, like the technology stack. In the next phase, domain
modeling, domain concepts are identified as well as their
bounded context, which is a collection of domain objects
within the same scope [15]. Each microservice should be
constrained to one context [16]. The third phase, service mod-
eling, revolves around identifying microservices. Framework-
based annotations are oftentimes useful for doing this, like
the @RestController annotation in the Spring frame-
work [17]. Next, in the operation monitoring phase, operation
nodes, like the deployment containers, are uncovered using
artifacts like Dockerfiles [18]. In the fifth phase, technical
refinement, any information on the technology stack that was
not found in the previous phases is exposed. Finally, the post-
processing phase refactors the models from previous phases
to form a more cohesive model and runs verification checks.

Bushong et al. devised a method to extract endpoints and
calls from a decentralized system’s codebase using static
analysis [19]. The advantage of this method is a view of the
system architecture can be generated before the deployment of
the system and updated as the code changes. Their method was
implemented in a prototype called Prophet [20] that uncovers
the entities, properties, and relationships from a codebase.
Prophet [20] generates an intermediate representation in the
form of UML diagrams, describing the entities, properties,
and relationships within a system. In order to accomplish
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this, Prophet [20] takes a two-step approach. The first step
is extracting a context map from the system. This is done
by first identifying the classes in each microservice using
source code analysis or bytecode analysis. Then, the classes
must be filtered to distinguish data entities from other classes.
After filtering, a context map can be built by uncovering
the relationships among the entities. The second step is to
generate a communication diagram. API endpoints and where
these endpoints are referenced are identified with further code
analysis. The format of these endpoints is standardized, such
as with HTTP, and thus makes this approach reliable. However,
since this approach relies on structure uncovered using a
specific syntax, it is not versatile and is limited to specific
technology stacks like the Spring framework [17]. Also, testing
with the prototype confirmed that some complex behavior, like
multiple URLs referring to one call, may not be discovered.
These behaviors may not be easily uncovered in the codebase,
but instead revealed dynamically as a system is running.

Cerny et al. implement models on top of the Prophet
prototype in order to visualize the entities and relationships in
augmented reality [5]. The resulting immediate representation
from the static analysis done by Prophet [20] is analyzed
with system reasoning to generate a system-centric view. Their
prototype, Microvision [21], chooses to represent the system
by combining the service and domain contexts uncovered by
Prophet [20] to illustrate the scope of all entities in the system.
The visualization is composed of two parts: a graph display
and an API view. The graph display shows the system in three-
dimensional space where a node represents a microservice and
links represent the service dependencies among microservices.
Each microservice may be composed of one to many API
endpoints which can be shown by selecting a microservice,
supplying a level of granularity where users can see the details
of the overall system or of a specific service. Microvision [21]
provides a high level of abstraction that helps make the system
easily understandable and navigable.

Another approach taken for the visualization of a software
system, described by Fittkau et al., is viewing software ar-
chitecture as a metaphorical city [22]. In a ’software city’
as they describe, a trace is visualized with two parts: open
and closed packages. Open packages, denoted by flat green
boxes, show the internal details of the package, like sub-
packages and classes. Green boxes on the top represent closed
packages that do not expose their internals. Classes are shown
as small purple boxes and orange lines show communication.
The width of these lines shows the frequency of different calls
and the height of the classes represents the number of active
instances. This model is displayed in virtual reality to provide
a fluid method of interactivity. They found using gestures
for control provided a natural way for users to examine the
model. Moving the model is done like physically grabbing an
object, rotating the model is done like spinning a ball with two
hands, and scaling the model is done by tilting the upper body.
While the approach taken here is very interactive and intuitive,
the package structure is limited and not ideal for illustrating
complex relationships in a decentralized system.

IV. USED SOFTWARE ARCHITECTURE RECONSTRUCTION
METHOD

We chose to use static analysis to generate a system view in
our prototype as dynamic analysis has a few large drawbacks,
namely that sufficient runtime metrics are needed to ensure all
behaviors of the system are captured [23]. For this reason, the
following discussion will be focused on static analysis.

Static analysis functions by examining the source code
without executing it. The code statically defines the structure
of the system including service endpoints and dependencies.
This structure is made apparent by the objects defined within
the code and the external objects referenced by them. Thus,
by analyzing the source code, a map of the system can
be generated [24]. The general process of static analysis,
described in Fig. 1, is extracting the structure, or model,
from the source code and describing it with some kind of
intermediate representation that can then be analyzed and
utilized in a variety of ways, including for visualization.

Intermediate
Source Model - . N
- Representation Visualization
Code Extraction (R)

Fig. 1. Static Analysis Process

However, oftentimes in a cloud-native system, the codebase
is spread across many repositories and implemented with many
languages. Since this is the case, a tool for static analysis is
language-dependent, meaning that it must be able to process
the syntax of all the languages that make up a particular
system.

Unlike dynamic analysis, static analysis does not require
system instrumentation at runtime, so there is no overhead
placed on the system. Furthermore, instrumentation of the
entire codebase ensures that all services and static dependen-
cies are captured. Overall, static analysis provides an effective
means to reconstruct the services in a cloud-native system and
how those services are interconnected.

Through the use of static analysis, a service dependency
graph can be created. A service dependency graph is made up
of nodes and links, as shown in Fig. 2. The nodes represent the
different microservices in the system. The links represent the
service calls that create dependencies between services [25].
The service dependency graph’s main function is to provide a
high-level view of the system with limited details. The simple
and concise nature of a service dependency graph makes it
ideal to visualize in our prototype; nodes and links can be
easily represented on a screen while still retaining a host of
information about the system’s makeup.

V. MICROSERVICE VISUALIZATION PROTOTYPE

Analysis:: Microservice systems can contain hundreds of
nodes that are connected through remote calls or messages,
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Fig. 2. Service Dependency Graph

leading to dependencies. To deal with system complexity, 2D
space might render limitations that can be better solved in
3D. Moreover, the perspective should not consider an all-in-
one static solution but rather engage developers with selective
options. For instance, service nodes should become selectable
to render more details about their connections illustrated via
edges, or one should be able to drag a selected node to high-
light its specifics, as developers might limit their work on that
one specific node. Cerny et al. [5] approached an interactive
model of service dependency graph in augmented reality. In
a later user study, Abdelfattah et al. [4] identified that such
a model brings many benefits with space rendering, however,
there are outstanding features that practitioners expect such as
the ability to search. Furthermore, augmented reality requires
a distinct interaction with a camera-equipped device that is
used to manipulate the graph. For long-term interaction, this
might be impractical as it is disjoint from the workstation used
to develop the system. This brings the opportunity to fill the
gap with web-based interactive models that can render nearly
any system and enable team collaboration.

Prototype:: To develop our visualization prototype of the
service dependency graph we started by considering the large
third-party microservice system benchmark Train-Ticket [26].
The main objective of the prototype was to visualize a mi-
croservice architecture in a holistic and interactive manner that
provides a quality level of detail while making it easy to use
and find information. Ultimately, we aimed at creating a user-
defined experience that can be useful to both novices and ex-
perts in a variety of computing fields. We chose JavaScript for
our codebase to support a lightweight web application for ease
of use. Data visualization is well-established in JavaScript. For
instance, D3 library provides a two-dimensional force-directed
graph as well as capabilities for a force-directed graph in three-
dimensional space.

Model intermediate representation:: An important piece of
the prototype is how the visualization is generated. This core
functionality is provided through a JSON schema that stati-
cally describes a system at a high level. A decentralized system
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Fig. 3. Visualization of Train Ticket Service Call Graph in 3D

is described as a collection of nodes (services) and links
(dependencies between services). This schema can be easily
extracted through static analysis of a system’s codebase [19].
Our prototype takes in this schema as input and generates
the visualization as the collection of nodes and links that
the schema specifies. Using static analysis, we extracted this
JSON schema from the Train Ticket benchmark microservice
system [26], and the resulting visualizations are shown in
Fig. 3 and Fig. 4.

The schema is also easily extensible to allow for a more
enhanced visualization that provides more information in an
easily accessible manner. For example, by providing a node
type, meaning whether a system part is a service, database,
proxy, storage, or some other kind of element, we can render
a visualization with multiple shapes where each shape maps
to a certain kind of system part.

Interactive features:: To create an interactive user-defined
experience, many features were considered on top of the
baseline visualization.

o Each node can be dragged and moved around in order to
allow for better manipulation of the data.

o Hovering over a node, displayed in Fig. 6 and Fig. 7,
simplifies the observability of other nodes this service is
connected to.

o Clicking on a node can show an information box that
provides more detail about that node as shown in Fig. 5.

« An interactive search, highlighted in Fig. 8 and Fig. 10,
makes it quick to find needed information, especially in
a large, decentralized system consisting of hundreds of
nodes.

o Moreover, each node is dynamically colored according to
the degree to which it is coupled with other nodes, which
can be user-defined.

o Additionally, a right-click context menu, shown in Fig. 9,
provides access to multiple options to better be able to
interact with the nodes and links.

— These options include limiting a graph to just a node
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Fig. 4. Visualization of Train Ticket Service Call Graph in 2D

and its neighbors, adding a new link, deleting a

node, keeping track of a node as a user traverses

a large graph, showing how data moves from one

node to others, and highlighting nodes to distinguish

them. This menu enables additional features for user
interaction with the system.

Another avenue explored by the prototype is predicting

system evolution. Services and their dependency relationships

can be added or removed from the visualization to illustrate
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how these changes may impact the architecture at large.
Developers could test how the introduction, modification, or
removal of a microservice could change the system before
deploying the changes. This aims to help prevent ripple effects
where a small change may have unintended adverse effects.

Other possible features:: In the future, we hope to further
enhance the usefulness of the prototype by expanding the
scope of features offered. One option is incorporating dynamic
analysis which could help to visualize the flow of data
throughout a system when a request is made. Furthermore, by
extending the JSON schema to support dynamic data about
microservices, real-time monitoring and data flow analytics
could be displayed. Another direction could be presenting
views beyond the service dependency graph. A physical archi-
tecture view could open the door to displaying performance
metrics such as CPU, RAM, and disk utilization by different
microservices. Alternatively, providing an option to switch to
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Fig. 7. Hovering Over A Node in 2D
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Fig. 8. 3D Visualization of Query for ’ts-admin’ Service
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Fig. 9. Context Menu To Further Interact with Node

a lower-level call graph that exposes the endpoints within each
microservice may help to provide more granularity. Another
option is implementing a time scale to show how the graph
changes over time. A third option is using the visualization
to highlight deficiencies, also called code smells, within the
system. Illustrating where a cyclic dependency or knot exists
can help raise awareness of system issues and guard against
architectural degradation. There are lots of opportunities for
extension in different directions through the customizability of
our visualization. The size of links, color of nodes and links,
or grouping of nodes can be manipulated to reflect different
attributes. All of these avenues are achievable through the
availability and ease of use of our prototype.

VI. DISCUSSION

In our microservice visualization prototype, we used static
analysis to create a 2D and 3D service dependency graph.
Throughout deciding on this software architecture reconstruc-
tion technique and implementing it in our prototype, we have
discovered several benefits of using this particular approach.

One benefit to using static analysis in conjunction with a
service dependency graph is simplicity. At its core, a service

Fig. 10. 2D Visualization of Query for ’ts-admin’ Service

dependency graph is composed of services and dependencies.
These are relatively simple to derive from the code base and
visualize as a whole.

Another benefit we found is that by using the service
dependency graph, we can extend the visualization’s features
more if needed. It provides the opportunity to add dynamic
analysis and visualize data flows in the service dependency
graph as well as other additional functionality. This ability
to extend is an advantage to the developer as they can pick
and choose what they would like to see. It also creates the
opportunity for multiple views where each graph serves a
different purpose.

Our prototype showcases some of these benefits by illustrat-
ing the different features we were able to add to the original
service dependency graph. We were able to classify different
node types and groups. The user has the ability to dynamically
add and remove nodes and links as they please. We also have a
system that identifies high coupling based on the dependencies.
Even with all these new features, our graph remains simple to
look at as well. Being able to move the nodes around and
rotate the graph enables the user to create different views too.

Overall, our prototype serves not only as a tool for generat-
ing a service dependency graph from a JSON schema but more
importantly as a framework that supplies a foundation for how
cloud-native systems can be visualized. The visualization this
framework outlines has many practical applications including
combating architectural degradation, change impact analysis,
analyzing performance and health metrics, and providing gen-
eral organization for large-scale projects.

While our framework is a good foundation for cloud-
native system visualization, the question of whether 2D or
3D visualization is more useful still needs to be answered.
We have conducted a user study with 6 expert participants
to determine if 2D or 3D visualization is more desirable for
understandability and usage. In this study, each participant
interacted with two different versions of either a small or large
system with the 2D and 3D visualizations. They were given
a list of questions to answer such as finding certain nodes
or implementing a specific feature. After interacting with the
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system, we asked for their feedback on what they liked, what
they didn’t like, if they would recommend the prototype for
daily work, and if they preferred one view over the other. At
the study’s conclusion, the participants favored the 2D system.
The overall accuracy of their answers was similar between 2D
and 3D, though the 3D system took longer to navigate. As of
now, the 3D model does not outperform the 2D model, but
with further development, there is potential for the future.

The prototype is available for future research and general
use on GitHub.'

VII. CONCLUSION

Using a microservice system offers several benefits with
architectural degradation as its con. One way to combat
architectural degradation is to completely understand the sys-
tem through service dependency graphs that promote expert
reasoning about planned changes or their impact. This paper
demonstrates advancements in service dependency graph vi-
sualization that take into account the specifics of microservice
systems and illustrates how these graphs can become interac-
tive to better serve developer needs. The service dependency
graph offers simplicity while still being easily extensible. We
demonstrate the usefulness of this approach through our 2D
and 3D visualization prototypes. The visualization advance-
ments are not bound to the specific system data extraction;
however, we illustrated the connection with the software
architecture reconstruction process that involves using static
analysis to create an intermediate representation of the service
dependency graph, which we visualized for a large third-party
system benchmark.

In future work, we aim to elaborate on additional features
and continue to discern whether a 2D or 3D approach would
be more useful for visualizing microservice systems.
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