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Abstract—While health insurance systems have gained trac-
tion in both developed and developing nations, underdeveloped
countries continue to strive for cost-effective healthcare solutions.
Designing effective insurance predictive models is critical, relying
on variables such as age and average monthly medical costs.
Researchers are exploring supervised and unsupervised models
to accommodate diverse data and prevent financial strain on all
stakeholders due to high medical expenses. This study contributes
to this effort by evaluating the efficiency of various supervised
models in predicting insurance costs. We assess their model
performance and provide insights for developing robust insurance
systems.

Index Terms—Insurance cost estimation, EDA, Linear Re-
gression, Ridge regression, Neural Network, Support Vector
regression, Random forest, Polynomial feature transformation,
Hyperparameter Tuning, cross-validation.
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I. INTRODUCTION

Health insurance systems are crucial for ensuring equitable
access to healthcare and avoiding bankruptcies, yet their
design and implementation remain challenging, particularly
in underdeveloped countries [1]. Despite significant advance-
ments in developed and developing nations, underdeveloped
regions continue to seek cost-effective healthcare solutions
[2], [3]. A well-designed health insurance system necessitates
accurate predictive models that assess risks and costs based
on diverse variables [4]–[6].

Health data’s increasing complexity and diversity have
driven researchers to explore various regressive machine learn-
ing (ML) models to enhance the accuracy of insurance cost
predictions [7], [8]. Supervised and unsupervised learning
approaches are being investigated to develop robust models to
mitigate the financial risks associated with high medical costs
[9], [10]. These models aim to prevent the potential bankruptcy
of insurance stakeholders by accurately predicting insurance
costs and managing data diversity [11], [12].

In this study, we contribute to this ongoing research by
evaluating the efficiency of various supervised models in
predicting insurance costs. We utilize a dataset from Brett
Lantz’s book, Machine Learning with R, which is simulated
based on demographic statistics from the United States [13].
By comparing the performance of different models, we aim to
provide insights that can aid in developing more effective and

sustainable health insurance systems, particularly in underde-
veloped countries.

The remainder of the paper is organized into several sec-
tions. Section II reviews related work and background studies.
Section III outlines the experimental methodology, including
a discussion of the dataset, feature analysis, and the models
employed. The experimental results are presented in Section
IV, and the paper concludes with Section V.

II. BACKGROUND STUDY

One of the world’s most pressing issues is the escalating
cost of healthcare. Consequently, many stakeholders have
invested in forecasting health expenses to mitigate the risk
of financial insolvency due to medical costs, where machine
learning models have gained significant traction [14]–[16].
While machine learning encompasses numerous potential as-
sumptions, its efficacy hinges on selecting an appropriately
precise algorithm for the given problem domain and adhering
to the correct model construction, training, and deployment
procedures [17]. In this regard, Various supervised techniques
were discovered to analyze past medical history as a predictor
and forecast potential medical costs by adopting regression and
classification strategies [1]. Among the regressive models, sim-
ple and multiple linear regression [18], polynomial regression
[19], [20], ridge regression [21], [22], and lasso regression [23]
are noteworthy. For example, Sushmita et al. have utilized a
random forest and linear regressive model to predict a person’s
quarterly future medical costs from the past medical expense
history [24]. Another model employed an extensive linear
regression approach to estimate the intensive care unit (ICU)
stay cost. This model utilized features such as patient profile
data, diagnosis-related groups (DRGs), duration of hospital
stay, and additional characteristics [14]. In addition to these
regression models, Lahiri et al. implemented a classification
algorithm to forecast whether an individual’s medical expenses
would increase in the following year by considering the
medical expenses from the previous year [16].

However, the influence of neural network architecture has
emerged as another research branch for predicting insurance
cost, and it has become difficult to ensure a perfect model to
achieve an ideal estimate for varieties in a country’s financial
condition [25]. Researchers examined patient-level health care
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costs in both the short and long term and discovered a clear
temporal link over various time spans [26]. The supervised
learning methods for predicting healthcare costs using Artifi-
cial Neural Network (ANN) and the Ridge regression model
using Empirical Evaluation produce approximations but strug-
gle for time-series implementation [27]. Feature engineering is
crucial in capturing temporal patterns in the data and reducing
the number of features with minimal loss [28]. An analysis
regarding the implementation of these various strategies can
aid in the research of developing an insurance cost estimation
system.

III. METHODOLOGY

This section discusses the data we utilized and the models
we explored for predicting insurance costs.

A. Dataset

This dataset, derived from the repository of Lantz’s book,
was simulated using demographic statistics from the US
Census Bureau, thus approximating real-world conditions [13].
The dataset includes the age of the primary beneficiary (ex-
cluding those over 64 years, as government programs typically
cover them), the policy holder’s gender (male or female),
body mass index (BMI, calculated as weight in kilograms
divided by height in meters squared), the number of children
or dependents covered by the insurance plan, smoking status
(yes or no), and the beneficiary’s residence in the US. It
encompasses a total of 1338 patients, capturing features related
to patient demographics and total medical costs incurred by
the insurance plan over the calendar year. Table I represents
the summary of the dataset.

TABLE I: Description of the dataset features and feature
values.

Features Value
type Value description Detailed info.

Age An A number indicating range = 18 to 64
integer beneficiaries age mean = 39.2

Sex A string male or female # female = 662
# male = 676

BMI A float weight (kg) divided
by height (m) squared

min value = 15.96
mean value = 30.66
max value = 53.13

Children An # children covered Range = 0 - 5 years
integer by the insurance plan mean value = 1.059

Smoker A string yes or no smokers = 1064
non-smokers = 274

Region A string four geographic
regions (categorical)

southeast = 364 people
northeast = 324 people
southwest = 325 people
northeast = 325 people

Among these features, sex, smoker, and region are cate-
gorical features, and their categories are detailed in the table
I. Aside from these features, the dataset contains another
attribute that represents medical charges as the marker to
train the dataset, indicating suitability for a supervised model.
Also, to mitigate a moderate noise level within our dataset,
we calculated the interquartile range (IQR) and excluded data
points falling outside this range. Outliers, defined as those data

points exceeding the IQR (e.g., charges above 30,000), were
considered noise within the dataset. Table II illustrates the IQR
differences for each feature.

TABLE II: Mean of the Inter Quartile range ((Q3 − Q1)/2)
for all features of dataset.

Features IQR Features IQR
Age 24.00 sex 1.00
BMI 8.40 children 2.00

smoker 0.00 region 1.00
charges 11899.62

The IQR filter eliminated 283 outlier data, resulting in a
final dataset size 1055. We followed standard segmentation for
splitting training and testing data, with 15% and 5% allocated
for testing and validation, and the remaining 80% for training.
The developed models were applied to the testing dataset
following model training on the training set.

B. Feature analysis

We also conduct further feature analysis to investigate the
correlation between the number of children, age, and BMI as
illustrated in Figure 1 of the exploratory data analysis. By
examining their correlations with health insurance charges,
we found that charges increase with age and the number of
children but decrease with BMI. Based on these findings,
we synthesized a new feature called the ”stress level,” which
integrates the impacts of age, number of children, and BMI,
to replace the original three features following equation (1).

data[stress level] = data[children] ∗ data[age]
data[BMI] (1)

Fig. 1: Correlation between charges with other features includ-
ing stress level and excluding age, children, BMI

We also plotted the value distribution to observe the distri-
bution of the targeted attribute, charges/costs. We noticed in
Figure 2 that costs were most dense initially and gradually
fell afterward. Figure 3 indicates that most peoples’ insurance
costs (target attribute) were between 5000 to 15,000.

Lastly, as the ‘smoker’ attribute is highly correlated with
the targeted attribute ‘charges/costs’, we analyze them further.
Figure 4 illustrates the distribution of charges for smokers
versus non-smokers, revealing that smokers face a significantly
wider range of charges. The boxplot in Figure 5 displays



Fig. 2: Charges distribution per number of people. Fig. 3: Costly charge outliers.

charges for both groups, excluding the outliers based on the
IQR, indicating our min-max normalization to scale these
features in the range (0,1).

C. Models

We aim to predict health insurance charges using supervised
learning methods [29]. The testing dataset includes output
labels, enabling the comparison between predicted and actual
values. We employ linear regression, ridge regression, SVM,
random forest, and NN algorithms to enhance prediction
accuracy, utilizing k-fold cross-validation for performance op-
timization. Linear regression models the relationship between
a dependent variable and one or more independent variables by
fitting a linear equation to observed data [30]. Ridge regression
is also a type of linear regression that includes a regularization
term to penalize large coefficients and avoid overfitting [22].
We explored support-vector machines (SVM) following linear
kernel from linear and rbf kernel as linear SVMs (or logistic
regression) [31]. Then, we experimented with another method,
random forest, which is a method for classification, regression,
and other tasks that works by constructing a large number of
decision trees during training and then predicting the class that
is the mode of the classes or the average prediction of the in-
dividual trees [32]. While increasing the trees, Random Forest
adds more randomness to the model. When splitting a node, it
looks for the best function among a random subset of features
rather than the most appropriate feature. As a result, a wide
range of variety leads to a stronger model in general. We also
upgraded the random forest model with polynomial feature
transformation, bias-variance analysis, hyperparameter tuning,
and k-fold cross-validation and conducted our experiment for
this upgraded model.

Our last experimental model is the most influential one.
We implemented a neural network model to predict the
targeted categorical attribute in our datasets. Neural network
approaches are better for fault tolerance and predictive analysis
as the hidden layers of neural networks are used to improve
prediction accuracy. We implemented our data set on a neural
network and got the result with five layers where in four of
them, we used the RELU activation function, and in one, we
used linear activation. We used six input parameters. There
were 128 neurons in the first hidden layer, 256 neurons in the

second, third, and fourth hidden layers, and 1 in the last layer.
We mention all our results for all these models in the section
IV-B.

IV. EXPERIMENT

In this section, we discuss our evaluation function and
experimental results.

A. Cost function

We utilized root mean square error (RMSE) as the cost
function over mean absolute error (MAE). The equation 2
overviews our cost function.

RMSE =
¿
ÁÁÀ

n

∑
i=1

(yi − yPi )
2/n (2)

The RMSE is a quadratic scoring rule that calculates the
average magnitude of the error. Since errors are squared before
being averaged, the RMSE gives large errors with a relatively
high weight, and RMSE appears to be greater than MAE.
As a result, the RMSE is most useful when significant errors
are undesirable. When dealing with large error values, RMSE
performs better in representing efficiency.

B. Experimental results

Table III presents the summarized results, including the
RMSE scores for each model. The table highlights that the
tuned neural network model achieves the lowest error among
all models. Aside from the neural network, the ridge re-
gression, random forest, and upgraded random forest mod-
els display lower testing errors, with the latter two models
showing nearly identical results. Notably, the upgraded random
forest model exhibits the lowest training error among all the
models despite its testing error being comparable to that of
the ridge and un-tuned random forest models. Based on the
higher testing error of the upgraded random forest model, it
can be inferred that this model is likely overfitted. Lastly, the
support vector machine (SVM) and linear regression models
demonstrate the poorest performance, yielding the highest
training and testing errors. From a different perspective, while
the linear regression and SVM models do not achieve the
expected performance, they do not exhibit signs of overfitting,



Fig. 4: Charges distribution for smoker and non-smoker. Fig. 5: Charges distribution for smoker and non-smoker
excluding the outliers based on the IQR.

as their training and testing errors are relatively similar. Like-
wise, the ridge regression, random forest, and neural network
models display only slight discrepancies between their training
and testing errors, further indicating an absence of significant
overfitting in these models.

TABLE III: Training and testing error for experimental regres-
sion models in insurance cost prediction Lantz’s dataset [13].

Approach Training
sample error

Testing
sample error

Linear 15645 15746
Ridge 6128 5559
SVM 12898 12795

Random Forest 6128 5558
Upgraded Random Forest 1860 4674

Neural Network 2739 3098

We also plot the testing sample performance in the figures 6
to visualize our experimental models’ performances. Figure 6
represents the plot for illustrating how similar insurance costs
(output) are compared to predicted insurance costs or how
prediction and actual output differ.

For the linear and ridge regression models, Figures 6a, 6b,
and 6c illustrate the discrepancy between the predicted values
(green) and the actual values (blue), as the two do not align
closely. In contrast, Figure 6f demonstrates that the predicted
insurance costs (y) nearly coincide with the actual insurance
costs for the improved random forest model. Furthermore,
Figure 6d highlights the closest alignment between the pre-
dicted and actual insurance costs for the tuned neural network
model. An important observation in Figures 6d and 6f is the
close alignment between the actual and predicted insurance
costs. This indicates that the tuned neural network and the
tuned random forest models exhibit lower prediction errors
than other approaches.

V. CONCLUSION

In conclusion, this study explored various supervised re-
gression models to predict insurance costs based on a dataset
reflecting real-world demographic statistics. The experimental
results demonstrate that while traditional models like linear
regression and SVM did not yield high prediction accuracy,

they maintained consistency between training and testing
errors, indicating minimal overfitting. More advanced models,
including ridge regression, random forest, and especially the
tuned neural network, significantly improved prediction ac-
curacy. The tuned neural network model exhibited the best
performance, closely aligning predicted and actual values,
particularly in comparison to other models. The results also
highlight the importance of hyperparameter tuning and feature
engineering, as seen in the improved random forest model,
which delivered substantial gains in training accuracy, albeit
with potential signs of overfitting. These findings underscore
the efficacy of advanced regression techniques in insurance
cost estimation and provide a foundation for future studies to
build on, especially by refining feature synthesis and model
optimization strategies.
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