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Abstract. The rapid expansion of online consumer-to-consumer (C2C)
marketplaces has generated a vast amount of image-based data, present-
ing unique challenges and opportunities for automated analysis. In this
work, we propose a robust framework that leverages the DinoV2-base Vi-
sion Transformer to convert raw car parts images into high-dimensional
embeddings. These embeddings are then effectively reduced via Principal
Component Analysis (PCA) and visualized using Uniform Manifold Ap-
proximation and Projection (UMAP), revealing intrinsic data structures.
By applying k-means clustering and rigorously evaluating cluster quality
with the Reduced Silhouette Score, Reduced Calinski-Harabasz Index,
and Reduced Davies-Bouldin Index, our experiments demonstrate that a
64-dimensional representation achieves the best balance between intra-
cluster cohesion and inter-cluster separation. These promising results
underscore the potential of our approach as a scalable and automated
solution for monitoring and analyzing visual data in C2C marketplaces.
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1 Introduction

Online consumer-to-consumer marketplaces have experienced rapid expansion in
recent years, offering individuals an accessible platform to buy and sell a wide
range of products. However, this growth has also led to a substantial increase in
the volume of visual data, presenting new challenges in monitoring and analyzing
the vast number of image-based listings. Traditional methods that rely on manual
review or heuristic approaches are increasingly inadequate given the scale and
diversity of the data.

In this study, we propose an AI-assisted framework to evaluate the potential
of high-dimensional image embeddings for further analysis using vision-language
models (VLMs). Focusing on car parts as a representative domain, our approach
leverages state-of-the-art Vision Transformers (ViTs), specifically the DinoV2-
base model [24], to transform raw image data into rich numerical representations.
These embeddings are designed to capture both local and global semantic fea-
tures, thereby providing a comprehensive characterization of the visual content.
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Following the embedding process, we apply dimensionality reduction tech-
niques such as PCA and UMAP to convert the high-dimensional representations
into lower-dimensional spaces suitable for clustering and visualization. We then
employ k-means clustering to group similar listings and evaluate the quality of
these clusters using metrics including the Reduced Silhouette Score, the Reduced
Calinski-Harabasz Index, and the Reduced Davies-Bouldin Index. This evalua-
tion allows us to determine the optimal dimensionality for the embeddings and to
assess whether the resulting representation is sufficiently informative for down-
stream analytical tasks.

It is important to note that the present work does not aim to detect illicit
activities within the marketplace directly. Instead, our objective is to rigorously
assess the embedding space produced by modern ViTs and to establish a founda-
tion for future work that may integrate these embeddings with VLMs for more
complex analyses [10,1]. By doing so, we seek to contribute to developing auto-
mated tools capable of analyzing large-scale visual datasets in C2C platforms.

The remainder of the paper is organized as follows. A short review of the
literature is presented in Sction 2. Section 3 details the methodology for data
collection, image embedding, dimensionality reduction, and clustering evalua-
tion. Section 4 presents the experimental results, and Section 5 concludes with
a discussion of the findings and directions for future work.

2 Literature Review

The detection of illegal transactions in online marketplaces is a complex prob-
lem that requires a careful integration of advanced computer vision methods,
robust unsupervised clustering techniques, and ethical considerations in auto-
mated systems. This review synthesizes the state-of-the-art research on these
topics, comparing transformer-based models with traditional convolutional neu-
ral networks (CNNs), discussing image embedding methods and dimensionality
reduction, and examining clustering quality metrics. In addition, we describe
prior work that has leveraged multi-modal data to improve detection perfor-
mance in similar settings.

2.1 Computer Vision Models: Vision Transformers vs. CNNs

Recent research has demonstrated that transformer-based models, particularly
ViTs, provide significant advantages over traditional CNNs in certain applica-
tions. ViTs use self-attention mechanisms to capture long-range dependencies in
an image, whereas CNNs extract features hierarchically through convolutional
layers [12]. For example, when large datasets are available, ViTs have been shown
to achieve better accuracy by modeling global relationships, while CNNs often
offer faster training and lower computational cost for smaller datasets [4,17].
Despite these differences, both architectures remain relevant, and the choice be-
tween them depends on the specific constraints of the application.
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2.2 Image Embedding and Dimensionality Reduction

Transforming high-dimensional image data into a lower-dimensional space is
a crucial step for both visualization and clustering. Techniques such as PCA
and UMAP are widely used for dimensionality reduction. PCA captures the
directions of maximum variance in the data and can be expressed mathematically
as:

Xreduced = XW, (1)

where W contains the principal components. However, PCA may not fully cap-
ture nonlinear relationships in the data. UMAP, on the other hand, preserves
local data structures and can reveal complex patterns that may be critical for
detecting illicit activities [16,22].

The quality of clustering on embedded data is often assessed with metrics
such as the silhouette score, which for a point i is defined as:

s(i) =
b(i)− a(i)

max{a(i), b(i)}
, (2)

where a(i) is the average distance within the same cluster and b(i) is the average
distance to points in the nearest neighboring cluster. Other metrics, such as the
Calinski-Harabasz and Davies-Bouldin indices, further help in evaluating the
balance between intra-cluster cohesion and inter-cluster separation [23,7].

2.3 Unsupervised Clustering Techniques

Unsupervised clustering methods, including k-means, hierarchical clustering, and
DBSCAN, are vital when labeled examples are scarce. k-means clustering, for
instance, groups data by minimizing the within-cluster sum of squares. Given a
set of points {x1, x2, . . . , xn} and k clusters with centroids {c1, c2, . . . , ck}, the
objective is to minimize:

k∑
j=1

∑
xi∈Cj

∥xi − cj∥2. (3)

Although k-means is computationally efficient, its assumption of spherical clus-
ters can be a limitation in real-world data with irregular shapes [21,18]. Alter-
native methods such as DBSCAN are better suited for datasets with noise and
outliers [15,13].

2.4 Challenges in Processing Large Image Datasets

Law enforcement and regulatory bodies face substantial challenges when process-
ing vast image datasets from online marketplaces. Variability in image format,
resolution, and quality complicates the analysis, often overwhelming traditional
methods [9,14]. Moreover, the computational requirements to process and ana-
lyze these large datasets necessitate the use of efficient algorithms and scalable
hardware. Ethical considerations are also paramount, as automated monitoring
systems must be designed to ensure fairness and mitigate bias [5,8].



4 M. Okonkwo and P. Rivas

2.5 Multi-Modal Approaches and Prior Work

Integrating multiple data modalities—such as text, images, and audio—can en-
hance the detection of illicit activities by capturing a fuller picture of online
transactions. Multi-modal models can represent semantic information that is
not available through single-modality approaches. Our prior work demonstrates
this potential. Others such as Hamara [10] and Armijo [1] have worked on simi-
lar projects. Hamara and Armijo utilized the Image Bind and ViT-Base models,
respectively. Hamara’s model was distinct from our own as it identified multi-
modal patterns. With images serving as an anchor, his approach enabled the
representation of semantic meaning across different modalities, even those that
are not typically paired together in datasets. In our study, we combine text, im-
age, and audio modalities. While Armijo focused solely on visual data, Hamara’s
research incorporated both visual and textual data. The ultimate goal of our
project is to evaluate the most effective embedding models for detecting online
crime via C2C transactions.

2.6 Ethical Considerations

The deployment of automated systems for detecting illegal transactions raises
several ethical issues, including privacy, accountability, and the risk of automa-
tion bias. As these systems increasingly influence decision-making in sensitive
areas, transparency in algorithmic processes becomes essential. Frameworks that
promote fairness and mitigate bias must be integrated into the design and im-
plementation of such systems [3,6,2]. Continuous evaluation and adaptation of
these ethical standards are necessary as the technology evolves [11,20,19].

We close this section by affirming that the detection of illegal transactions in
online marketplaces benefits from the integration of advanced computer vision
techniques, effective image embedding, and dimensionality reduction methods,
and robust unsupervised clustering. The comparative analysis of Vision Trans-
formers and CNNs, along with the evaluation of clustering quality through estab-
lished metrics, provides a strong framework for this task. Moreover, multi-modal
approaches and ethical considerations are key to ensuring that the developed
systems are both effective and responsible.

3 Methodology

This section describes the methodological framework employed to evaluate the
representational quality of high-dimensional image embeddings derived from car
parts listings. Our approach consists of four main stages: data collection and
preprocessing, image embedding, dimensionality reduction, and unsupervised
clustering evaluation.

3.1 Data Collection and Preprocessing

The dataset for this study comprises visual data depicting various car parts
obtained from online C2C marketplace postings. Raw images were sourced from
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compressed .tar archives provided by academic collaborators. To ensure data
quality and computational efficiency, we developed a preprocessing pipeline that
performs image extraction, validation, and embedding. Each image is converted
into a Python Imaging Library (PIL) object, assigned a unique identifier, and
stored along with its associated metadata. Duplicate and corrupted images are
automatically excluded to maintain a consistent dataset.

The overall workflow is summarized in Algorithm 1. This algorithm details
the steps involved in extracting images from the tar archive, validating each
image, converting it to the PIL format, and generating high-dimensional embed-
dings using the DinoV2-base model. Including this algorithm in our methodology
provides a clear, reproducible, and rigorous description of our data preprocessing
procedure.

Algorithm 1 Preprocessing and Embedding Pipeline
1: procedure PreprocessAndEmbed(T ) ▷ Input: Tar file T with raw images
2: I ← ExtractImages(T ) ▷ Extract images from the tar archive
3: for each image i ∈ I do
4: if IsValid(i) and NotDuplicate(i) then
5: img ← ConvertToPIL(i) ▷ Convert to PIL image
6: x← DinoV2Base(img) ▷ Generate ViT embedding
7: StoreEmbedding(x, GetID(i))
8: end if
9: end for

10: end procedure

3.2 Image Embedding

High-dimensional embeddings are generated using the DinoV2-base model [24],
a ViT that effectively captures subtle semantic features from images. Batch
processing is utilized to efficiently transform large numbers of images into vector
representations, ensuring scalability for our dataset.

3.3 Dimensionality Reduction

To facilitate further analysis, the high-dimensional embeddings are reduced using
two techniques: PCA and UMAP. PCA is applied to compress the embeddings to
16, 32, 64, and 128 dimensions, while UMAP projects the data into two dimen-
sions for visualization. This step enables the evaluation of how dimensionality
impacts the quality of clustering.

3.4 Unsupervised Clustering and Evaluation

The reduced embeddings are clustered using the k-means algorithm with a fixed
number of 20 clusters. Clustering performance is quantitatively evaluated using
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the Reduced Silhouette Score, the Reduced Calinski-Harabasz Index, and the
Reduced Davies-Bouldin Index. These established metrics guide the selection
of the optimal embedding dimensionality. Additionally, the k-nearest neighbors
(KNN) algorithm is applied to the optimal embedding space to retrieve the
nearest neighbors for each cluster centroid, providing further insight into the
semantic consistency of the clusters.

4 Results

This section presents the evaluation of our embedding space using unsupervised
clustering and KNN analysis. Our aim is to assess whether the transformed
image embeddings are sufficiently discriminative for further analysis with vision-
language models. We first summarize the clustering performance across various
dimensionality reductions and then discuss the insights obtained from the KNN
evaluation on the optimal 64-dimensional embedding space.

4.1 Clustering Evaluation

Table 1 summarizes the clustering performance metrics obtained from the em-
beddings reduced via PCA to 16, 32, 64, and 128 dimensions. The metrics include
the Reduced Silhouette Score (where higher values indicate better separation),
the Reduced Calinski-Harabasz Index (with higher values reflecting improved
clustering dispersion), and the Reduced Davies-Bouldin Index (where lower val-
ues denote better cluster compactness). As shown, the 64-dimensional embedding
achieves the highest Silhouette Score (0.05705) and the lowest Davies-Bouldin
Index (3.40935), indicating that this setting provides a more promising repre-
sentation of the data.

Table 1. Clustering Performance Metrics for Different Dimensionality Reductions

Dims Silhouette Score Calinski-Harabasz Idx Davies-Bouldin Idx

16 0.05394 1526.86 3.58839
32 0.05616 1528.65 3.58213
64 0.05705 1539.84 3.40935
128 0.05610 1544.15 3.50870

Fig. 1–4 display the UMAP visualizations for the embeddings reduced to 16,
32, 64, and 128 dimensions, respectively. These figures visually corroborate the
quantitative metrics presented in Table 1, with the 64-dimensional embeddings
exhibiting more distinct cluster boundaries.

4.2 KNN Evaluation

To further assess the discriminative power of the 64-dimensional embedding
space, we performed a KNN analysis on the clusters obtained from k-means
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Fig. 1. UMAP visualization of 16-dimensional embeddings.

Fig. 2. UMAP visualization of 32-dimensional embeddings.
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Fig. 3. UMAP visualization of 64-dimensional embeddings.

Fig. 4. UMAP visualization of 128-dimensional embeddings.
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clustering. For each cluster, the ten nearest neighbor images to the cluster cen-
troid were identified. Fig. 5 presents an illustrative example for a cluster that
predominantly comprises images of off-road tires.

Fig. 5 displays multiple photographs of a set of four off-road tires captured
from various perspectives. Specifically, the figure includes:

1. A view of the tires leaning against a neutral background, highlighting their
rugged tread patterns and multi-spoke wheel design.

2. Close-up shots that emphasize the tire branding, notably the “BIG FOOT
A/T” label along with raised white lettering and other specification details.

3. Images that capture the deep tread grooves, showcasing the tire’s texture
and design intended for off-road use.

4. An overall lineup of the tires, demonstrating uniformity in appearance and
confirming the semantic similarity within the cluster.

These results indicate that the embedding space preserves fine-grained visual
details and semantic similarities, thereby supporting its potential for integration
with advanced vision-language models in future work. It is important to note
that the present study focuses solely on evaluating the embedding space, rather
than directly addressing the detection of illicit activity.

Fig. 5. KNN results for a cluster of off-road tires. The figure shows multiple images
of a set of four tires taken from various angles, including close-ups of branding (e.g.,
“BIG FOOT A/T”) and tread details, as well as an overall lineup, demonstrating the
consistency and semantic similarity captured by the embedding space.
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5 Conclusion

In this work, we evaluated the potential of high-dimensional image embeddings
for subsequent analysis with vision-language models by focusing on unsupervised
clustering and KNN evaluation. Our experimental results indicate that reducing
the embedding space to 64 dimensions via PCA yielded the best performance in
terms of cluster quality, as demonstrated by the highest Reduced Silhouette Score
and the lowest Reduced Davies-Bouldin Index. Additionally, the KNN analysis
on the 64-dimensional embedding space revealed that the resulting clusters are
semantically coherent with respect to the visual characteristics of car parts.

It is important to emphasize that this study does not directly address the
detection of illicit activities; rather, it rigorously assesses whether the embed-
ding space is sufficiently informative for more complex downstream tasks. The
findings suggest that models such as Dino-V2 effectively capture subtle visual
features, providing a solid foundation for future research that may integrate
these embeddings with vision-language models to analyze large-scale image data
in consumer-to-consumer marketplaces.

Overall, this work contributes to a better understanding of optimal dimen-
sionality settings for clustering high-dimensional embeddings and highlights the
promise of transformer-based approaches in representing visual data. Future re-
search will extend these methods to more complex analytical tasks, with careful
consideration of ethical implications and data privacy.
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