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Abstract. The advantages of leveraging machine learning with quantum
computing theory are still under study and very promising. The new
field of quantum machine learning has great, transformative potential in
our field. However, one of the major difficulties presented for those in
either the machine learning community and the quantum community is
the knowledge gap that naturally poses a barrier preventing both fields
from joining forces without a significant amount of preparation, time,
and space for professional development. With this in mind, we prepared
this succinct literature review that provides an introduction to Quan-
tum Machine Learning, involving selected topics in quantum mechanics,
mathematics, and computing. We focus on fundamental concepts and a
few interesting applications. Upon reading this review, the reader will
be exposed to interesting topics about the technological revolution that
Quantum Computing and Machine Learning have brought.

1 Introduction

Machine learning (ML) algorithms have been an object of study and scrutiny in
recent years. The idea that algorithms can be improved for better generalization
accuracy and efficiency has opened many sub-disciplines within ML [66]. One of
such disciplines studies the possibility of using quantum theory to gain an edge on
learning algorithms and achieve what is known as quantum advantage [53]. One
way to achieve quantum advantage is through learning from massive amounts of
data at the same time by representing data through quantum tools, e.g., using
Hamiltonian theory [30]; by inferring from multiple data inputs and multiple
models, [60]. A quantum advantage can also be achieved by using recent advances
in quantum numerical optimization that may be usable in gradient descent-like
calculations [7]. However, for the machine learner scientist transitioning into the
field of quantum computing, or even understanding and applying some of the
concepts behind quantum computing, it might pose particular difficulty if there
is no additional training or preparation.

Our aim with this paper is to collect and coherently introduce some of the
most relevant and fundamental concepts in Quantum Mechanics [39)40] and
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the necessary mathematical concepts behind it, and also a few ML concepts to
ease the reader into making the necessary connections while identifying some
applications, algorithms, and other areas surrounding this new discipline known
as Quantum Machine Learning [5].

This review paper is organized as follows: Section [2| presents basic concepts on
Quantum mechanics, Quantum Computing, ML, and, on the paradigm, Quantum
Machine Learning. Section [3] we leave some applications which this QML field
will be developing next years; and perspectives and comments. And section
exposes conclusions.

2 Foundations on Quantum Computing and ML

This section addresses fundamental aspects of Quantum Mechanics and the related
mathematical concepts and ML, leading to identifying potential applications and
research areas.

2.1 Basics of Quantum Mechanics and Quantum Computing

In the early 80s, Feynman proposed the idea of a quantum computer [13];
then Deutsch proposed a Turing machine in a quantum computer context [I1].
Nowadays, we have at least six main paradigms to do quantum computing:
(I) adiabatic quantum computation [I2], (II) one-way quantum computer [50],
(ITI) quantum Turing machine [4], (IV) topological quantum computer [15],
(V) Quantum circuit (Quantum logic gate [I], an example is shown in Figure [1)
and (VI) quantum machine learning (Differentiable quantum computing) [8U67],
which manipulates states at a lower level of abstraction through Hamiltonian
theory. The Hamiltonian can be defined as: H = T + V. In terms of energy, T’
represents the kinetic energy and V' the potential energy. This representation has
an interesting concept from a theoretical physical view [I8]. A deeper analysis
and discussion on this area is out of the scope of this document.

If one decides to work with either paradigm, there are several things we can
do. For example, suppose we pursue the construction of quantum circuits. In
that case, these can be designed to do certain operations at the level of quantum
bits, a.k.a. quantum bits, qubits or gbits (we will use the latter notation), and
the assumption is that input information is already available as ¢bits. On the
other hand, dealing with Hamiltonian theory will enable modeling in terms of

M
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Fig. 1. An example of a typical quantum circuit commonly used in quantum computing
with universal gates. In this circuit |0) is interpreted as gbit, lines below we will discuss
about this concept; H, X, Y, Z represent the Hadamard and Pauli gates, and M is used
to denote a measurement, respectively [32].
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energy functions to optimize numerical problems or data treatment. In the next
section, we will dive deeper into the basic concepts that form QML.

Many works already discuss the classical models in ML in an appropriate
length, e.g., deep learning, supervised or unsupervised, and even adversarial
learning [6T9G7I55]; some of the particular algorithms they normally expose
include K-Means, K-nearest neighbors, Support Vector Machines (SVMs), and
random forests. Some textbooks implement the algorithms with tools like Jupyter,
Colab, or python scripts. In this classical information’s view, we think about
data as zeros (0’s) and ones (1’s), which represent other data (this document is
represented by zeros and ones, for example). Those discretized and finite values
can be used to express any other character.

Some of the most recent frameworks consider quantum computing (QC)
[I4UTT] and ML as one integrated system; we refer to such systems as Quantum
Machine Learning (QML). These three words load with relevant scientific meaning
and are associated with some interesting applications. QML invokes the following
Dirac’s Algebra and related concepts: bra, ket, superposition, teleportation, and
entanglement; which is what physicists normally use in quantum mechanics to
describe the universe at some energy scales [48/41].

In the QML field, we use a quantum word to label the new bits: gbits, which
stands for the minimum information quantity, and it is represented by:

) = Zaﬂki% (1)

which is a state vector, where {|k;)} is a complete basis of elements in Hilbert
space, the vertical-line and right-angle, | ), means ket, bracket or Dirac’s notation;
and a’s are i—complex coefficients, those so-called probability amplitudes. In
quantum mechanics, under Dirac’s notation, the state of a system is represented
by a wave function: |¢). The Schrédinger equation, ih% |) = H |¢p) shows the
evolution of the quantum system represented by |¢) . Where £ is the Planck’s
constant and H is the Hamiltonian operator. In quantum mechanics, observable
refers to features that we can measure after experimenting and analyzing, are
operators, which act on wave functions, and are represented by matrices acting
on vectors, in terms of linear algebra. Hilbert space is a complex vector space
where wave functions live [21].

QC uses the mathematical formalism of quantum mechanics as a tool since
quantum mechanics describes discrete state changes. With regard to (1), we
express the linear combinations of states, [1) = ag|0) + a4 |1), as a gbit that
lives in the Hilbert space, and amplitude probabilities respect the following
condition |ag|? + |a1|> = 1. Which describes what is known as the normalization
condition. Note that we use {|1),]0)} as a basis to represent the system. In
general, we can express any state through (superposition) as an addition of
probabilities amplitudes in the basis |k;) , namely, [1) = (0 1)T ,and [0) = (1 O)T.
We can find various bases; in particular, this is called computational basis states.
In general, a state vector can be written as [¢)) = cos & |0) + ¢’ sin § [1) , where
0<6<m and 0 < ¢ < 27 are real numbers. Now, to illustrate this, consider
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Fig. 2. Bloch sphere and the representation of |1) state vector with their angles and
their (computational) basis vectors.

Figure [2, which shows the orthogonal vectors |1) and |0), and their angle which
is m radians.

All the above concepts present the basic concepts about QC coming from
quantum mechanics, in particular, Dirac’s notation, linear algebra, and computing.
Two interesting concepts coming from quantum mechanics are entanglement
and teleportation. The first one means that it cannot be written as a product
of a single-particle state [2I], since, in a multiple-particle system, each particle
interacts with others. The second one, teleportation, refers to a property that
transfers information from a quantum state (source) to another one (destination).
Sometimes, quantum computer scientists refer to entanglement and teleportation
as quantum protocols.

Protocols are used in computing, in particular, as a defined set of rules to
facilitate information exchange. With this in mind, let us go ahead and present
some QC algorithms which are studied under the lenses of quantum protocols;
these are summarized in Table [I} The table shows some problems tackled in
QC (more documentation can be found in ref.[29]), where f(z) can be either a
constant or balanced function, which means that it is equal to 1 for half of all
possible values of z, and 0 for the other half [43]; U(z), sometimes called oracle, is

Table 1. Some quantum algorithms and their application, mapping, and a brief
description function. D means Deutsch with f(z) balanced and constant; DJ is Deutsch-
Jozsa with U(x) as a black box oracle function; BV is for Bernstein-Vazirano; and S is
for Simon.

PROBLEM MAPS FunctioN
D f:{0,1} = {0,1}  f(z)

DJ f:{0,1}" —» {0,1} U(x)

BV F:{0,1}" - {0,1} f(z)=aex

)
S f:4{0,1}" = {0,1}" f(z) =a®x
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a function that maps Uy |z) |y) = |z) |y ® f(x)) where ® represents the tensorial
product; and in problem S, & is the XOR-gate application. In problem BV, e
is the dot-product in modulo two. This concludes with a brief summary of the
elemental pieces of QC. The next section briefly discusses some ML fundamental
concepts that are applicable to QC.

2.2 Machine Learning Fundamentals

Artificial intelligence is a broad field that encompasses many areas, including
ML algorithms. These algorithms can be used for classification or regression
tasks, and those can be done in supervised, semi-supervised, with reinforcement
learning, and others. One of the primeval tasks of ML is about finding a pattern
in data and learning from it, for example, from a preprocessed, labeled dataset.

A typical preprocessed dataset can be formally defined as D = {x;, yi}ilio,
where y is the desired output corresponding to the input vector x € R?. So,
one of the motivations of ML is to use the data to find linear and non-linear
transformations over x using highly complex tensor (vector) multiplications and
additions, or to simply find ways to measure similarities or distances among data
points, with the ultimate purpose of predicting y given x. These calculations can
be done with traditional or quantum computing techniques.

In the feature space of x, patterns can be also studied through either statistical
learning theory [64] or from information theory [62]. Foundationally, ML requires
data, technical mathematics, and computing skills. With those elements, scientists
can tackle problems considering data manifolds and their relationship to the
desired output. Such as cases where the aim is to find structures in the data,
then unsupervised learning might be employed by scientists. In such case, labeled
data may not be strictly necessary, yet, the algorithm must be able to identify
structures on the dataset or to model the data distribution rather than outputting
a label prediction [6706]. Many applications can be easily found in computer
vision [56], and even astronomical data analysis [58].

A common way of thinking about a generalized supervised learning problem is
to try to approximate some unknown function f over x as: f(x) =wix+b=y.
Where w is an unknown vector that facilitates the transformation of x along
with b. This formulation is very basic, linear, and is simply an illustration of what
a simple learning model would look like. In this simple case, the ML algorithms
revolve around finding the best w and b that yields the closest (if not perfect)
approximation to y, the desired output. Very simple algorithms such as the
perceptron [57], try different values for w and b using past mistakes in the choices
of w and b to make the next selection in proportion to the mistakes made.

There are other supervised learning algorithms that depart from this trend
in the search for the optimal separating hyperplane using statistical learning
theory and numerical optimization, e.g., Support Vector Machines [59]. However,
other methods such as K-nearest neighbors (KNN), or K-means, for example, use
parallelizable distance-based measures to associate existing data to new data or
to simply find natural data clusters [24]. Other algorithms can use different meth-
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ods of optimization, such as least-squares, gradient descent, genetic algorithms,
stochastic gradient descent, quadratic programming, or linear programming [54].
Some of the areas of opportunity for quantum advantage are currently within
optimizing calculations, transforming data, or parallelizing certain aspects of the
learning algorithms. We will see examples of these in the next few paragraphs.

2.3 Quantum Machine Learning

ML contains algorithms for classification as Support Vector Machines, KNN and
have their quantum counterpart. In this subsection, we expose some algorithms
from ML in the QC context.

A Support Vector Machine (SVM) is an algorithm that finds a separating
hyperplane between two classes of data points [26]. Classical version: This hy-
perplane can be in the original feature space or higher-dimensional kernel space.
The time complexity of this algorithm is O(log(e~!)poly(N, M)). Quantum SVM
counterpart was labeled QSVM, and one of its features includes QSVM can
perform this task with a time complexity of O(log NM) [51]. Here, N is the
dimension of the feature space, M the number of training vectors, and e the
accuracy.

The Boltzmann Machine is a type of recurrent neural network that is based
on the Hopfield Network [3].

— The network architecture is quite simple, and it consists of two layers, namely
the visible nodes and the hidden nodes.

— Each node from both the layers is connecting to every other node in the
network.

— It is also called an energy-based model since the Hamiltonian is used to define
the network.

The quantum Boltzmann machine has shown some promise of outperforming
classical Boltzmann machines in predictive tasks.

g-Means, a variant of the k-means algorithm is used to divide an unlabelled
dataset of points into clusters based on a distance metric (e.g., Euclidean distance)
[33], in this context,

— The running time of this algorithm O(k d N) where N is the number of
entities to be clustered and k and d are the number of clusters and the
dimensions, respectively. In the quantum k-means algorithm, the euclidean
distance the calculation is done using a quantum superposition [33136].

— Hence the quantum k-means algorithm is theoretically shown to be computa-
tionally more efficient. This is very useful if clustering needs to be done on
particle physics data sets containing millions of records. Further, the number
of clusters, k, can be determined following traditional, non-quantum-based
methods [25].

The g-Means algorithm is a version of J-k-means, which is k-means with noise.
A Generative Adversarial Network (GAN) is an algorithm that is trained in
a supervised fashion to generate unsupervised data [20037].
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— It uses two competing neural networks called the generator and discriminator
to perform various classification and denoising tasks.

— A quantum GAN would be capable of performing supervised classification
tasks and generating new data, following the dynamics of a quantum system.

A Quantum GAN was first proposed in ref. [38], and consider the discriminator,
the generator, and the system generating coming from quantum computing.

QRAM is the quantum random access model, coming from the classical RAM,
and others can be found QNN [27] and QRAM [I7]. Other papers about neural
networks, Quantum annealing and models related are in ref. [31].

Previous algorithms and concepts can be implemented in a phenomenological
and theoretical view, to analyze and get information in areas as particle physics,
finance, social models, or even in basic sciences.

The next section subsection shows tools, frameworks, and some applications
and potential technologies on QML.

2.4 Tools for QML and Applications of QML

To the best of our knowledge, these are the most popular QML frameworks:
PennyLane [65] and Strawberry Fields [34] and Qiskit [49]; in addition, other
initiative are coming from companies, such as Q# [42]. These frameworks contain
a variety of concepts, algorithms, and techniques developed to improve our knowl-
edge about Quantum Computing. In this context, QML depends on engineering
advances. Namely, fig. [3] shows the backend stage, where we need to boost the
current investigations. In particular, quantum compilers and programming lan-
guages and, on the other hand, in new materials technology requires continuous
work and advances.

In this tool, in the backend stage runs the quantum circuit, even though the
code must be compiled. On the other hand, we have a provider who allows access
to a group of different backends. This backend is a simulator of either classical
or quantum computers that runs the quantum circuit and returns outputs.

We currently have some applications in different areas. In the following
paragraphs, we discuss some of them, and leave some comments to motivate
upcoming applications. We also provide several companies investing in this kind
of technology.

In High Energy Physics, ML can be implemented in a theoretical and experi-
mental view [2123]:

1. Higher order computational methods: OneLoop, QCDLoop, LoopTools; par-
ton level generators NNLO, DYNNLO, N3LO

2. Monte Carlo event generators and deep inelastic inclusive cross-sections:
MadGraph, POWHEG and HERA

3. Analysis of data produced by LHC

Discovery of new particles

5. Studying the interactions and behaviours of different particles

e
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A

A
CODE: BACKEND:
METHODS ~ CONFIGURATION
7 < >
JOBS
BACKEND:
DEVICE N PROPERTIES  STATUS
BACKEND: |
CLASSICAL OR RUN: QUANTUM OBJECT RETUAN:
QUANTUM
COMPUTER

Fig. 3. Back-end architecture in the quantum context. The backend contains a quantum
(classical) processor and quantum simulators which can be symbolic or numeric, or both

Some interesting contributions on HEP have been reported by [46], and other
talks and information on Quantum Machine Learning is promoted by [45J44].

In this area, the QSVM can take in a large feature space and perform the
task with good efficiency, in a classification problem where particles are to be
divided into two different sets (e.g., kind of fermions, bosons, couplings, or other
parameters)

In Cryptography, all systems need security, an review and some ideas can be
found in ref. [63]. Our systems must have high cybersecurity is seeking advances
through QC and QML. Some advances in this area coming from various sources,
P. Shor proposed an algorithm to reduce the factorization which is used in
cryptography. This is a quantum algorithm [61l62]. Grover proposed a search
algorithm that uses quantum ideas and notation to speed up the search time
O(v/n)[22].

After implementing quantum technologies in different devices, security has
to be improved to avoid threats; this is called post-quantum cryptographic
algorithms (PQCA), also called quantum-resistant cryptography. Its goal is to
develop cryptographic systems that are secure against both quantum and classical
computers, and can interoperate with existing communications protocols and
networks [9]. Some examples of post-quantum primitives have been proposed:
families based on lattices, codes, and multivariate polynomials, as well as a
handful of others.
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In health, we have huge information coming from our own bodies, those data
can be used to develop treatments to tackle cancer and other illnesses [28].

In general, QML is being applied on new materials, in wearable tech; new
medicines and chemical combinations or genetic science; and pattern recognition
as biometrics; and in sciences like mathematics, physics, astronomy, among others.

Big companies around the world are investigating applications about QC and
QML. Some of those companies are: Google (technology), Barclays (finance),
Airbus (transportation), US Navy and NASA (tech and applied science), Alibaba
(commerce), IBM (technology) and more [35].

3 Discussion

The following list includes some exciting potential applications of QML and QC
in different areas:

1. Cryptography. QC, QML, and PQCA can be used in new standards for secure
communications. There are many possibilities in the aerospace industry to
implement secure communications using quantum-based algorithms. Fig. [4]
shows relevant cryptographic implications. We currently have cryptographic
systems with RSA algorithm and n= 2048 [16]. RS and REF* have similar
behavior throughout the plot; in particular, when m, = 2048 and under
particular conditions one RSA cipher could be broken in 8h.

—— RESAIN] RE[h] —— RE[N]

—— REzA[Mgb] RPY[Mgb]  —— RE[Mqb]

1000 +

=~ 1004

10 4

1024

2048 -
3072
4096 -
5120
6144
7168
8192
10240
12288
14336
16384
20480
24576
28672
32768
40960
49152
57344
65536
81920
98304
14688

131072

m,
Fig. 4. Estimated space and expected-time costs with three models: REZA is RSA
via Ekera-Hastad, RE*" is Short DLP or Schnorr DLP via Ekera-Hastad, and RS is
general DLP via Shor; h means hours, and Mgb is megaqubits. 7 labels the expected
time (h), and N, numbers of physical qubit in Mqgb; and m,, is the modulus length n
(bits). Figure inspired and produced by ancillary files coming from [16].

2. Optimization theory. There are many possible applications in finance and
healthcare where the distribution of resources needs to be constrained. The
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transportation industry can also be positively transformed by finding optimal
routes for vehicles via quantum-based numerical optimization techniques,
e.g., with quantum annealing [10].

3. Image recognition. Given the applicability of QNN in a wide variety of image
recognition tasks, the area of biometrics can be directly improved with faster
convolutions and processing and extending these benefits to the areas of
medical imaging and security [27].

There are many more applications besides those listed above that have been
directly discussed through this paper, including some specific areas referenced in
section [2] We expect to observe many more applications and further development
of QML and QC after new materials, theories, and technological advances arise
within the next two or three decades.

Other exciting areas are related to ethics. For example, with the increase of
technology and its applications in our life, it is crucial to avoid social conflicts.
Researchers have protocols to maintain fairness in classical machine learning;
as Quantum Machine Learning gains attention, we shall have fairness protocols
in this kind of technology. We expect this area provides significant concepts in
subsequent years [47].

We similarly anticipate fruitful and exciting applications in health, cryptog-
raphy, and the sciences. Such improvements will have a positive impact on our
society and will represent the beginning of the quantum revolution for future
centuries. Thus far, we have functional algorithms; however, we need more devel-
opment in the general STEM areas, and we hope this paper is perceived as a call
to pursue research in these areas to expand this field.

4 Conclusions

Quantum computing is one topic to investigate and strengthen, some recent results
support this technology. This field requires particular knowledge of mathematics,
physics, and computing. Some areas as Group Theory, Quantum Mechanics,
Linear Algebra; in addition to reviewing some other topics further advanced in
computation.

However, in this document, we left succinct ideas on machine learning, quan-
tum computing, and basics mathematics in order to give an introduction to
Quantum Machine Learning. Our document includes discussions on High Energy
Physics, since it is a big source of data, and it provides pioneer technology and
most recent techniques in storage and management of data. We further show
the back-end architecture in the quantum context, we highlight the relevant
contribution on the quantum simulators, quantum programming language, and
contributions on the engineering to boost quantum computing.

We share the most relevant literature related to QML, and several applications
in a variety of different fields. The reader can find important papers on Quantum
Computing and its paradigms, such as, Quantum Machine Learning.
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