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ABSTRACT 

The problem of real time in motion human 
identification based on face recognition has 
attracted the attention of the scientists and 
researchers.  Because of real time face 
recognition in non-cooperative environments 
is a complex task, more tools and algorithms 
are needed in order to reduce the processing 
time required for a complete system to 
operate in an appropriate way. In this paper is 
presented an algorithm for motion detection 
that has low complexity and it’s designed to 
operate in real time applications.  The 
algorithm presented was designed specially 
for a human identification based on face 
recognition.  The algorithms consist in low 
level digital image processing tools, like 
binarization, 2D filtering, dilate and erode 
operators.  An auto-adaptive background 
subtraction based on motion energy method 
is also presented.  The algorithm performs 
very well on real time applications developed 
with high-level programming language. 
 
 

1 INTRODUCCIÓN 
Nowadays there is motion detection and 
analysis methods, which have many 
applications, like object tracking through 
unobserved regions [1], automatic pedestrian 
counting [2], human tracking [3], non-rigid 
object tracking [4], motion detection on a 

desktop interface [5], circular motion analysis 
[6], reactive motion analysis [7], motion 
analysis for intelligent transportation [8], and 
also for image reconstruction [9]. 
The applications mentioned previously utilize 
motion detection or analysis techniques.  
Some of the existing methods for motion 
detection vary depending on its application, 
as an example, in [10] is shown a method to 
detect motion using motion coherence, other 
utilize code arrays with correlation and 
convolution properties [11].  Other authors, for 
their applications, utilize the background 
extraction technique [12-16].  Neural or 
Bayesian networks can be utilized as well [17-
18].  Probabilistic methods are suggested in 
[19], the frame differencing technique is also 
well utilized, this technique is also called 
image difference [20-21]; other algorithms 
work dividing a video sequence in small sub-
blocks for independent analysis [13] [22-23], 
other algorithms were designed for mobile 
cameras [18] [24], in [14-15] Gaussian 
techniques were utilized but they are 
computationally expensive.  Some of these 
methods are non-causal systems, they 
depend on further inputs of a signal, in terms 
of digital video this means that the video is 
already recorded or the video is delayed on 
purpose, for this reason real time 
implementation of the algorithms is not 
possible [23] [12].   
Real time face recognition systems require 
being dynamic and dealing with many other 
processes.  To be dynamic means an 
exhaustive facial search on every single 
frame when motion is detected on a scene.  
After an exhaustive research that there is only 
one specialized motion detection technique 
for human identification based on face 
recognition [25], but this algorithm can be 
improved.  Therefore, the main task is to find 
an appropriate algorithm for motion detection.  
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The algorithm must fulfill the following 3 
requirements; first, the algorithm must treat 
the video as causal signal in order to be 
implemented on a real time system.  Second, 
the method must avoid computational 
complexity because there are other main 
tasks like face detection, feature extraction, 
and face recognition, not addressed in this 
paper.  Third, one of the outputs of the 
system must include the image of the object 
in motion in order to be processed searching 
a human face in a further work.  Some of this 
metrics were taken from [25-26]. 
 
 

2 MOTION DETECTION 
In real time face recognition systems the 
process of the entire system begins with 
video acquisition followed by a motion 
detection and segmentation sub-process.  
After the segmentation of the object in motion, 
the sub-process of face detection is activated 
to extract the facial image if detected.  When 
facial image is available, characteristics are 
extracted from the facial image, and finally the 
sub-process of face recognition classifies the 
identity of the input face.  This process is 
described graphically in Figure 1. 
 

 
Figure 1.  Real time face recognition system.  Motion 

detection sub-system stages. 
 
In figure is shown the stages of the motion 
detection sub-system proposed, and will be 
explained in the following sub-sections. 
For this project a standard gray scale camera 
and a standard acquisition card via RCA were 
utilized for video acquisition.  
Most of this work is based on [25] which is a 
previous research focused on evaluate and 
find an optimal motion detection methods for 
face recognition applications. 

 

2.1. Image difference. 
The image difference is a technique that aims 
to show any change between two images.  
Frame differencing is also utilized for motion 
detection, but for face recognition systems 
has poor results [25].  This method is also 
known as frame differencing or image 
differencing and it is widely utilized because 
of its easier comprehension and 
implementation.  It is described as follows 
 

    )1,,(),,(),,( −−= tyxItyxItyxIdiff  (1) 
 

were ),,( tyxIdiff  denotes the result of 

subtract the current image ),,( tyxI  and the 
previous image )1,,( −tyxI .  The frame 
reference is t . 
The Figure 2 show the results of applying the 
image difference on two images captured in 
sequence while a person is walking at normal 
speed.  In a) ),,( tyxI  is shown, and b) 

shows the result ),,( tyxIdiff . 

 
a) 

 
b) 

Figure 2.  Image difference result.  a) Original image.  
b) Difference between the original image and a 

previous image in the sequence. 
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2.2. Auto-adaptive threshold based 
background subtraction. 
After video acquisition, every frame is 
grabbed into ),,( tyxI  where yx,  are the 
spatial coordinates of every pixel of I .  t  is 
the current frame grabbed.  The size of an 

mn×  image is also represented by yx× . 
Given ),,( tyxI  we have to estimate the 
energy of the motion described as follows: 
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where ),,( tyxE  describes the energy of the 
motion, and is a scalar real value.  The 
previous frame is denoted by )1,,( −tyxI . 
Calling the equation (1) the energy equation 
can be transcribed as 
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If the motion energy is less than the threshold 
Th  which also is a scalar real value, then the 
image ),,( tyxI  is stored at ),,( tyxIBg .  
Because of the low energy, the current frame 
is considered as part of background and the 
motion is considered as minimal.  Otherwise 
the background remains the same.  Such 
cases are defined by the following equation 
 

⎩
⎨
⎧ <∀

=
OtherwhisetyxI

ThtyxEtyxI
tyxI

Bg
Bg ),,(

),,(),,(
),,(  (4) 

 
At this point the background is defined and 
can be obtained at anytime.  The frame 
differencing technique is used as follows 
 

     ),,(),,(),,( tyxItyxItyxI Bgdiff −=  (5) 
 
Note that the image subtraction is realized 
between the current frame and the 
background approximation in order to 
segment the objects in motion. 
The threshold Th  is updated looking for the 
minimum energy value with the equation 3.  If 

0=t , the first value of energy calculated is 
set toTh .  Otherwise every time Th  is 
greater than the current value of energy this is 
set as the new threshold.  The ideal value of 
the energy when there is no motion in the 

scene is zero, however in real applications 
zero values in the motion energy means 
probably a problem with the video capture 
device or any other kind of problems. 
For this reason if a zero value is reached by 
the motion energy the threshold value 
remains the same until energy value changes.  
The threshold is defined as  
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In the Figure 3 a) is presented a frame 
grabbed when a person is walking through a 
natural scene.  In b) is shown the background 
calculated with equation 4, with a threshold 
obtained with the equation 6.  The image 
difference calculated with the equation 5 is 
shown in c).  Finally in d) is shown a plot of 
the motion energy and the threshold 
calculated while time changes. 
 
 

2.3. Image segmentation. 
After background subtraction the image 
needs to be processed to extract the objects 
in motion.  First the image is converted to a 
binary format in order to be utilized as a 
kernel or filter to multiply it by the original 
image in a further step.  To convert an image 
to binary format a threshold is needed, in this 
case for this project a threshold of 15 is used 
to convert the image.  The binary conversion 
is defined as follows 
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where 15=BwTh . 
The second step in the segmentation process 
is to eliminate as much noise as possible, in 
not complex processes in terms of CPU time.  
For this purpose the 8-connectivity theory is 
utilized to eliminate the camera noise, or 
nature noise generated by the trees moving 
because of the wind, especially in outdoor 
environments.  The 8-connectivity is denoted 
by 
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where 8N  is evaluated at all the spatial 

coordinates of ),,( tyxIBw . 
The third step tries to connect the pixels of 
the region of the object in motion via dilate 
operator.  The dilate operator dilates the 
binary image ),,( tyxIBw  via 2-D convolution 
with a kernel of ones of size nn× .  The 
convolution of an image with a kernel is 
denoted by 
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Alter connecting regions dilating the objects, 
the inverse process is required to get the 
image with the connected regions of the 
original sizes.  For this, the erode operator is 
required, and it is applied the same way as 
the equation 9, but the kernel changes as 
follows 
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The final step for segmentation is simple, 
after substitute the equation 11 in equation 9, 
multiply the result of this last step by the 
original image as follows 
 

       ),,(),,(),,( tyxItyxItyxI cObj =  (12) 
 

  
a) b) 

  
c) d) 

Figure 3.  Auto-adaptive threshold based background subtraction.  a) A person walking in a natural scene 
sequence.  b) Background subtracted with the proposed method.  c) Image difference between a) and c).  d) Motion 

energy (in lighter color) and threshold (in darker color) plot.   
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where ),,( tyxIObj  contains the segmented 
objects.  In Figure 4 is presented the results 
of the segmentation steps, in a)is the original 
image with a person walking normally.  The 
image difference between the background 
and a) after the binarization process with a 
threshold of 15 is shown in b), and contains 
noise.  c) is the result of apply 8-connectivity 
into b).  Applying convolution to dilate and 
erode with a kernel size of 99×  we get the 
results shown in d) and e) respectively.  As 
expected, the regions were connected in the 
desired way.  Finally in f) is shown the object 
extracted after the whole process.  As can 
bee seen, the result is optimum for face 
recognition because it segments the entire 
object including the face area, which is the 
most important thing regarding this research. 
 
 

3 RESULTS AND CONCLUSIONS 
In a high-level programming language the 
algorithm presents real-time operation 
capabilities.  This algorithm process 20 
frames per second on a Pentium IV 2.4 GHz, 
with 512MB RAM. 
In this paper it’s presented an algorithm to 
work with video as a causal signal.  The 
algorithm has low computational complexity.  
And the algorithm outputs an image 
containing the face area as required in 
section I.  We’ve presented a method that 
deals with noise in natural environments 

which are known as the most subject-to-noise 
environments, because of the variable 
illumination conditions, also the wind that 
moves objects or trees, etc.  This method has 
proved to be robust to detect objects in 
motion designed for human identification, 
based on face recognition. 
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