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Abstract. Understanding the protein-to-protein interactions at the subcel-
lular level, as well as other organic molecules, is crucial to explain cellular
functions and to elucidate disease mechanisms. These interactions can be
captured visually by overlapping the fluorescent microscopic images of two
proteins tagged with fluorescent labeling agents that react to green and red
wavelengths respectively. Interaction is determined by subjectively assessing
the amount colocalization of green and red on the image composite based on
the amount of yellow present in the image composite (i.e., green and red form
yellow). Attempts to reduce the subjectivity of this process have focused on
the computation of statistical coefficients and related methods. Even though
statistical colocalization coefficients give a degree of correlation among the
imaged proteins, they still need to be interpreted with subjective qualifiers
like ”high”, ”low”, ”strong”, etc. Hence, there is no current agreement on the
meaning of these coefficients among researchers. In this paper we propose
the use of fuzzy linguistic variables to model the subjective interpretation
of co-localization coefficients. Based on interpretations found in the litera-
ture, we produce a set of rules that map the coefficient values to a linguistic
interpretation. The result of this work is a tool that provides an descrip-
tive ensemble of coefficient interpretations that could guide researchers to a
uniform interpretation colocalization criteria.

1 Introduction

Fluorescence microscopy makes possible the functional analysis of proteins
and other other sub-cellular structures [1, 2, 3]. This imaging technique
consists of tagging proteins of interest using fluorescent labeling agents
which react to a specific wavelength. The spatial distribution of a protein
over a cell is captured through an image sensor tuned to the fluorochrome
wavelength.

O. Castillo et al. (Eds.): Soft Computing for Intell. Control andMob. Robot., SCI 318, pp. 373–393.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. An example image from the Yeast database. In (a) is shown the green
channel. In (b) is shown the red channel, and in (c) the two joint channels. In (d)
we have the scatter diagram showing the pixels distribution across the two channels.

Among the many uses of fluorescent microscopy images, it is possible to
assess the interaction among two or more proteins at the sub-cellular level.
Understanding these interactions is crucial to explain cellular functions and
to elucidate disease mechanisms. The simultaneous presence of two proteins
in the same sub-cellular compartment indicates a functional relationship for
some specific biological process. Imaging the same specimen with two pro-
teins tagged to express at different wavelengths (e.g., green and red), allows
us to register the spatial distribution of the proteins simultaneously. By over-
laying both images on the same plane, yellow regions would appear on those
regions where red and green pixels spatially overlap. This overlaying method
and the process of assessing the relative overlap (i.e., yellow regions) among
the two proteins is known as colocalization.
An example using images from the yeast database [4, 5, 6] is shown in

Figure 1, including the highlight of areas with strong visual colocalization.
Biologists typically do a subjective assessment of colocalization through vi-
sual inspection of image overlays. Hence, colocalization results can vary from
one person to another, or from one study to another. Attempts to reduce
the subjectivity of this process have focused on the computation of statis-
tical coefficients [7, 8, 9, 10] and related methods [11, 12, 13]. Even though
statistical colocalization coefficients give a degree of correlation among the
imaged proteins, they still need to be interpreted with subjective qualifiers
like ”high”, ”low”, ”strong”, etc. Hence, there is no current agreement on the
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meaning of these coefficients among researchers. In addition, they seem to be
strongly influenced by the acquisition and post-processing steps applied to
the images.

In this paper we propose the use of fuzzy linguistic variables [14, 15, 16,
17, 18] to model the subjective interpretation of co-localization coefficients.
Based on interpretations found in the literature, we produce a set of rules
that map the coefficient values to a linguistic interpretation. The result of this
work is a tool that provides an descriptive ensemble of coefficient interpreta-
tions that could guide researchers to a uniform interpretation colocalization
criteria. The proposed scheme can be described in two steps. First, using
fluorescence microscopy images, a quantitative description of colocalization
is obtained through the use of statistical coefficients reported in the liter-
ature [7, 8, 11, 12, 13, 19, 20] as features to fuzzy models. Second, based
on the qualitative interpretation of different colocalization case studies, we
constructed fuzzy linguistic variables to represent the quantitative results.
This was followed by membership functions modeling. We tested our fuzzy
model over the yeast and A431 cells image databases. The proposed model
outputs natural language fuzzy predicates providing a consistent description
of quantitative colocalization analysis results.

The paper is organized as follows. In Section 2 we give a brief introduction
to the fluorescence microscopy imaging process. The quantitative colocaliza-
tion feature extraction process is discussed in Section 3. In Section 4 we dis-
cuss the design our fuzzy logic-based subjective colocalization analysis model.
Examples of the model utilization are presented in Section 5. We discuss our
conclusions and subsequent work in Section 6.

2 An Overview of Fluorescence Microscopy

Fluorescence microscopy is an imaging technique where proteins (or some
other molecule) are tagged using fluorescent labeling agents (fluorophores)
which react to a specific wavelength. When different proteins on the same
specimen are tagged, a multichannel image is generated, where each channel
captures the contribution of each fluorophore. The image formation process
can be approximated as a linear spatially-invariant system where the intensity
distribution is modeled as [19]

I(n1, n2, n3) ∝
∫
�3

∣∣∣∣hλ

(
n1

ς̂
− u,

n2

ς̂
− v,

n3

ς̂
− w

)∣∣∣∣
2

χ(u, v, w)dudvdw, (1)

where λ = ı�
Eem

is the emitted light wavelength, Eem is the energy level
difference during light emission, ı is Plank’s constant, � is the speed of light,
ς̂ is the magnification of the microscope objective, χ is an object dependent
function related to the light emission properties of the fluorophore.

The function |hλ|2 is known as the point spread function (PSF) of the
microscope. It can be measured experimentally or modeled using the physical
properties of the system. A common mathematical model is given by [19]
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hλ(n1, n2, n3) =
∫
�2

P (u, v)ej2πn3
u2+v2

2λα2 e−j2π
n1u+n2v

λα dudv, (2)

which represents the inverse Fourier transform of the circular aperture of
the objective P (u, v). The parameter α is the focal length of the objective
and is inversely related to the numerical aperture (NA) of the microscope. A
detailed discussion of this model can be found in [19].

As with other imaging techniques, images are acquired under non-ideal
conditions that generate undesirable distortions or aberrations. In microscopy
imaging, detection of light emissions is severely limited by the properties of
photo sensors. Light detection is effectively down to counting the number of
photos incident upon a photodetector. At such level, the photon emission is
described by a Poisson random variable which generates noise contaminated
images [19, 21, 22, 23]. Background shading is also a common distortion and
can be caused by several factors: non uniform illumination, inhomogeneus
detector sensitivity, dirt particles in the optics, nonspecific sample staining,
and even auto-fluorescence. The background shading process can be modeled
as

b(n1, n2) = I(n1, n2)a(n1, n2), (3)

where b(n1, n2) represents the product of the illumination I(n1, n2) and the
original sample a(n1, n2) [19, 24]. Now, if we model the detector’s gain and
offset we have

c(n1, n2) = g(n1, n2)b(n1, n2) + o(n1, n2), (4)

where g(n1, n2) is some gain and o(n1, n2) some offset. Using (3) to substitute
in (4) we have

c(n1, n2) = g(n1, n2)I(n1, n2)a(n1, n2) + o(n1, n2). (5)

These defects need to be corrected before analysis is performed. Digi-
tal enhancement and restoration techniques have been extensively studied
[3, 9, 10, 25, 26]. In [27] we introduced a restoration method that recovers
a(n1, n2) given the noisy observation c(n1, n2) described in (5). The proposed
method is simple and performed better than traditional ones. Essentially the
method consists of a local median filter (e.g. 3 × 3 followed by background
subtraction. For an image consisting of red (R) and green (G) channels, a
restored image â(n1, n2) is generated by

â(n1, n2) =
{

�[3×3] {c(n1, n2)G} − ô(n1, n2)G

�[3×3] {c(n1, n2)R} − ô(n1, n2)R
, (6)

where �[3×3] {·} is a 3×3 median filter is applied to each channel and ô(n1, n2)
is the offset estimate obtained as the average of a set of representative images
from the database.

To assess restoration filter performance is computed using different metrics
over synthetic and real life images. Consider the synthetic images shown
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Fig. 2. In (a) is shown the “circles and lines” image, and its degraded version in (b).
The ”cells” image is shown in (c), and its degraded version in (d). In (e) is presented
the original amplified section of circles and lines, and its restored image in (f). The
original amplified cells in (g), and its restored image in (h). The results show very
good performance over Poisson noise and offset, visually and quantitatively.

in Figure 2 (a) and (c). Synthetic images were degraded with a constant
offset o(n1, n2) = η added to each pixel. Then, images were contaminated
with random Poisson noise. Figure 2 (a) is a typical case of study in image
processing [9, 26] used to address the ability of a filter to recover edges, lines,
and shape of the original image given a noisy observation as in (b). Likewise,
Figure 2 (c) is representative of a microscopy imaging scenario, and the goal
is to test the filter ability to recover texture, edges, and illumination given
a degraded image as in (d). In the test of Figure 2 (b) we used η = 89 and
in Figure 2 (d) η = 11. Clearly, the results over synthetic images shown in
Figure 2 (f) and (h) are very good when compared to the true images in
Figure 2 (e) and (g). Therefore, we proceeded to test restoration results over
real life data.

For the case of real biological images, we evaluated the restoration filter
with two databases. First, we used the yeast database [6] which contains 547
two channel image samples. It is a very good alternative to test the restoration
methods for colocalization analysis. In Figure 3 (a) is shown an example of
the content of the yeast database as well as its restored version using M33GM
in Figure 3 (a).

The second database was reported in [9, 26] and consist of visible fluo-
rescent fusion-proteins expressed in A431 cells and a fluorescent label. The
erbB family of receptor tyrosine kinases includes the epidermal growth factor
receptor (erbB1) and erbB3. These membrane proteins regulate cell growth
and differentiation through binding of ligands to their extracellular domain,
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Fig. 3. In (a) is shown the noisy raw image from the Yeast database and in (b) its
restored image

Fig. 4. Visible fluorescent fusion-proteins expressed in A431 cells. In (a) the noisy
image, and in (b) the restored image

which activates the protein and initiates signalling. We identify this group of
images as the A431 cells database. An example image is shown in Figure 4 (a),
and the results of restoration are shown in Figure 4 (b). The filter effectively
reduces Poisson noise, preserves the texture, and subtracts the offset.

3 Quantitative Colocalization Feature Extraction

The quantitative analysis of colocalization consists of computing the 2D sig-
nal spatial overlap across multiple channels. This high precision analysis
allows researchers to understand the mechanisms of protein-to-protein
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Fig. 5. An example of colocalization. In (a) is shown the green channel G(n1, n2); in
(b) is shown the red channel R(n1, n2); in (c) are shown the superimposed channels;
and in (d) are shown in white, the regions of more colocalization.

interactions. [3, 7, 8, 11, 12, 13, 19, 28]. As an example, consider the cellu-
lar image acquired by the fluorescence microscopy method; its green channel
G(n1, n2) is shown in Figure 5 (a), and its red channel R(n1, n2) is shown
in Figure 5 (b). We can study the cellular protein-to-protein interaction by
observing and quantifying the superposition of Figure 5 (a) and Figure 5 (b)
as in Figure 5 (c). The regions of more colocalization are highlighted in white
on Figure 5 (d). Ultimately, visual assessment of colocalization is a subjec-
tive process highly dependent on the experience of the analyst. Attempts to
reduce the subjectivity of this process have focused on the computation of
statistical coefficients or parameters [7, 8, 10, 11, 25] and algorithms that
exploit them [1, 19, 20, 28, 29]. There are specific parameters (i.e., features)
used to estimate the degree of colocalization between two channels. We have
identified 14 colocalization features in literature. In this paper, we will de-
scribe and use the five most popular features: Pearson’s correlation coefficient,
Overlap coefficient, Fraction of colocalizing regions, Mander’s colocalization
coefficient, and Intensity correlation coefficient.

Table 1 summarizes the properties of the coefficients that will be explained
in detail next.

3.1 Pearson’s Correlation Coefficient rP

Also known as Correlation Coefficient, the Pearson’s Correlation Coefficient
is widely used and accepted, specially in regression applications. It provides
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Table 1. Summary of features (coefficients) for quantitative colocalization

Name Variables Range Ref.

Pearson’s Corr. C. rP [−1, 1] [9, 10, 25]

Overlap C. (Mult. Meth.) r [0, 1] [7, 12, 13]

Frac. Coloc. Reg. (O. C.) k1, k2 vary [7, 12, 13]

Mander’s Coloc. C. - Gen. M1, M2 [0, 1] [7, 12, 13]

Intensity Corr. Quot. ICQ [−0.5, 0.5] [7]

information about the relationship between the region of intensities and their
distribution [7, 8, 9, 10, 11, 12, 13]. The Pearson’s Correlation Coefficient rP

is defined as

rP =
∑

(R(n1, n2) − E[R]) (G(n1, n2) − E[G])
2
√∑

(R(n1, n2) − E[R])2
∑

(G(n1, n2) − E[G])2
. (7)

Its domain is between [−1, 1]. It will be −1 if the data has negative linear
relationship, a particular meaning is hard to explain. It will be 0 (or close to
zero) if the data has perfect exclusion or no linear relationship and the pixels
are distributed along the entire scatter diagram. If the value is 1 it means
perfect correlation; the data has a linear relationship. For the case shown in
Figure 5 the value is rP = 0.7267.

3.2 Overlap Coefficient r (The Multiply Method)

This coefficient dictates the overlap between two channels; it shows a degree of
colocalization [12]. In contrast with Pearson’s, this coefficient does not return
negative values, does not average any pixel intensity, and it is not sensitive to
intensity variations [11, 13]. However, the authors of [7] recommend its usage

under the following condition:
∑

n1,n2
G(n1,n2)∑

n1,n2
R(n1,n2)

≈ 1. The Overlap coefficient is
formally defined as

r =

∑
n1,n2

G(n1, n2)R(n1, n2)

2

√ ∑
n1,n2

G(n1, n2)2
∑

n1,n2

R(n1, n2)2
, (8)

where its domain is between [0, 1]. A value of 0 means that no pixels overlap;
while 1 means that all the pixels overlap. The case when r = 0.5 implies that
50% of the pixels overlap with each other. For the case shown in Figure 5
r = 0.8316. It is clearly high because of the non-zero background content.

3.3 Fraction of Colocalizing Regions k1, k2 (Overlap Coefficients)

These coefficients represent the differences between each channel intensities
[11, 12, 13]. This two coefficients overcome the problems generated from a re-
striction in the overlap coefficient in (8). However, k1, k2 are very sensitive to
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the absolute fluorescent intensity. If one channel has been treated differently
from the other, such that the total intensity vary (bleaching for instance),
this will affect the coefficients [7]. We can denote the coefficients as follows

k1 =

∑
n1,n2

G(n1, n2)R(n1, n2)
∑

n1,n2

G(n1, n2)2
, (9)

k2 =

∑
n1,n2

R(n1, n2)G(n1, n2)
∑

n1,n2

R(n1, n2)2
. (10)

The individual range of values may vary. Results can be interpreted as some
indicator of each antigen’s contribution to colocalization areas.

3.4 Mander’s Colocalization Coefficients M1, M2

The coefficients Mi, describe ith channel’s contribution to colocalization
using its intensity values. These coefficients are proportional to ith chan-
nel’s fluorescence amount, relative to the ith channel total fluorescence. Such
relationship is described in [7, 11, 12, 13] as

M1 =

∑
n1,n2

(G(n1, n2)|R(n1, n2) > 0)
∑

n1,n2

G(n1, n2)
, (11)

M2 =

∑
n1,n2

(R(n1, n2)|G(n1, n2) > 0)
∑

n1,n2

R(n1, n2)
, (12)

where M1, M2 are within the range [0, 1]. The meaning can be explained with
the following example: if M1 = 1.0 and M2 = 0.3, it means that green channel
pixels colocalize with red’s, but only 30% of pixels in red channel colocalize
with green’s.

3.5 Intensity Correlation Quotient ICQ

Two images vary around their respective mean if their intensities vary in syn-
chronous [7]. Therefore the product of the differences from the mean (PDM)
will be positive for such images, PDM > 0. However, if the intensities vary
asynchronously, the PDM will be negative, PDM < 0. The PDM analyzes
the relationship between intensities, and is denoted as

PDM(n1, n2) = (G(n1, n2) − E[G]) (R(n1, n2) − E[R]) , (13)

where E[G] and E[R] denote the expected value for each channel respectively.
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The ICQ value is based on the sign of the PDM [7]. The ICQ is defined as
the PDM positive occurrences number ζ, divided by the negative occurrences
ξ. Thus, the ICQ is the quotient denoted as

ICQ =
(

ζ

ξ

)
− 0.5. (14)

The range of ICQ falls between [−0.5, 0.5]. The coefficient value can be
interpreted as follows: if the ICQ ≈ 0, means random decoloration; if −0.5 ≤
ICQ < 0, means segregated decoloration; and if 0 < ICQ ≤ 0.5 means a
dependent decoloration. The latter case is an indicator of good colocalization.

4 Colocalization Subjective Quantification with Fuzzy
Logic Theory

The colocalization study performer often would like to obtain a linguistic
result from a coefficient rather than just a rough number. Consider Pear-
son’s correlation coefficient rP = 0.865 after some colocalization experiment.
Then, the observer of the study would probably say, “Pearson’s correlation
coefficient is high.” However, this is a subjective assessment that may not
correspond to another observer whose definition of high may be a coefficient
valued at 0.99. Hence, there is paucity of reference levels to map coefficient
values to a human like quantification. The process of giving such subjective
quantification is called fuzzification [18]. Prior knowledge regarding the vari-
ables to fuzzify is desired, but not mandatory. Information about the variable
range and distribution is useful. In this section we address the problem of the
subjective quantification by using fuzzy logic theory.

4.1 Linguistic Variables in Fuzzy Logic

A linguistic variable is a word represented by a fuzzy set [18]. For example,
a linguistic variable can take an attribute like “negative, positive, zero, high,
low, more or less,” etc. Each of this words has its own membership function.

Following the notation in [18], let us define a linguistic variable by the
following quintuple

(x, T (x) , U, G, M) (15)
x : name of variable

T (x) : set of possible linguistic terms for x

U : set of universe of discourse
G : syntactic grammar that produces terms in T (x)
M : semantic rules which map terms in T (x) to

fuzzy sets in U .
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Given the previous definitions, we introduce the translation of coefficients
in Section 3 to linguistic variables. To distinguish between a crisp and a
linguistic (fuzzy) variable we use the symbol .̂ For instance, the crisp Pear-
son’s correlation coefficient is denoted as rP , while the linguistic Pearson’s
correlation coefficient is defined as r̂P .

4.2 Fuzzy Pearson’s Correlation Coefficient

From [12] we know that rP ’s universe of discourse is [−1, 1]. Now, we must
find the possible words and their membership functions. In [12] it is found
that −1 corresponds to “negative” correlation; so, let μr̂P

neg(u) denote this
possible term for r̂P . From [7] and [12] we also can find μr̂P

lit (u) as a “little”
correlation, with an average value close to 0; as well as “reasonable” μr̂P

rea(u),
with an average value close to 0.346. Finally, we found “strong” correlation
μr̂P

str(u), centered at 0.920. In [26] can be found another two possible terms.
The first is “high” μr̂P

hig(u), in the range [0.685, 0.877], with an average value
of 0.761. The second term is “low” μr̂P

low(u), in the range [0.434, 0.615] with
average 0.516.

At universe of discourse upper and lower limits, “s membership functions”
(SMF) and “z membership functions” (ZMF) are commonly used since they
consider the inclusion of such limits. In comparison, a Gaussian membership
function does not fully cover the limits of the universe of discourse. Formally
a “z membership function” is defined as

μ(u) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1, u ≤ a

1 − 2
(

u−a
b−a

)2

, a ≤ u ≤ a+b
2

2
(
b − u

b−a

)2

, a+b
2 ≤ u ≤ b

0, u ≥ b

(16)

where parameters a and b define the start and end of the function respectively.
Similarly, an “s membership function” is formally defined as

μ(u) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, u ≤ a

2
(

u−a
b−a

)2

, a ≤ u ≤ a+b
2

1 − 2
(
b − u

b−a

)2

, a+b
2 ≤ u ≤ b

1, u ≥ b

(17)

where the parameters a and b define the start and end of the function respec-
tively. A Gaussian-shaped membership function (GMF ) falls in the family of
the exponential and radial basis functions; and it is defined as

μ(u) = e
−(u−c)2

2σ2 , (18)
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where c is the centering parameter, and σ is the spread parameter. A similar
function is the π-shaped membership function (PIMF ) defined as

μ(u) =
1

1 +
∣∣u−c

a

∣∣2b
, (19)

with parameters a and b defining the start and end of the function respec-
tively; and c as the centering parameter. Now, following the definition in
(15), we can define r̂P as follows

r̂P = (20)
x : Pearson’s Correlation

T (x) : {negative, little, reasonable, strong, high, low}
U : [−1, 1]

G(x) : T i+1 = {strong} ∨ {
very T i

}

M :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(
u, μr̂P

neg(u)
)
,
(
u, μr̂P

lit (u)
)

,(
u, μr̂P

rea(u)
)
,
(
u, μr̂P

str(u)
)

,(
u, μr̂P

high(u)
)

,
(
u, μr̂P

pos(u)
)
,(

u, μr̂P

low(u)
)∣∣∣ u ∈ U

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

where the operator ∨ denotes the fuzzy operator max; μr̂P
neg(u) uses a function

of the type defined in (16) with parameters a = −1, and b = 0; μr̂P

lit (u) uses
a function of the type defined in (18) with parameters c = 0, and σ = 0.2;
μr̂P

rea(u) uses a function of the type defined in (18) with parameters c = 0.346,
σ = 0.2; μr̂P

str(u) uses a function of the type defined in (18) with parameters
c = 0.92, σ = 0.2; μr̂P

hig(u) uses a function of the type defined in (18) with
parameters c = 0.761, σ = 0.2; μr̂P

low(u) uses a function of the type defined in
(18) with parameters c = 0.516, σ = 0.2; and finally μr̂P

pos(u) uses a function
of the type defined in (17) with parameters a = 0.434, and b = 1.

4.3 Fuzzy Overlap Coefficient

In [7, 12] we can find that the universe of discourse for the linguistic variable
r̂ is [0, 1]. From [7] we obtain μr̂

ran(u) as a “random colocalization” overlap,
centered near to 0.5; as well as “high colocalization” μr̂

hig(u), when it is 1.
Finally, we found “low colocalization” μr̂

low(u), when the value reaches 0. So,
following the notation in (15), we can define r̂ as
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r̂ = (21)
x : Overlap Coefficient

T (x) :

⎧⎨
⎩

random colocalization,
high colocalization,
low colocalization

⎫⎬
⎭

U : [0, 1]
G(x) : T i+1 = {low} ∨ {

very T i
}

M :

⎧⎪⎨
⎪⎩

(
u, μr̂

ran(u)
)
,(

u, μr̂
hig(u)

)
,(

u, μr̂
low(u)

)∣∣ u ∈ U

⎫⎪⎬
⎪⎭

where μr̂
ran(u) uses (19) for a = 0.25, b = 3, and c = 0.5; μr̂

hig(u) uses (17)
for a = 0.5, and b = 1; and finally, μr̂

low(u) uses (16) for a = 0, and b = 0.5.

4.4 Fuzzy Fraction of Colocalizing Regions (Overlap Coefficients)

For this coefficient, the most used is the k1 coefficient since it shows the ratio
between channel red versus green [7]. As specified previously this variable
has a variable universe of discourse; however, the most common values lie
close to one. From this finding we can define the linguistic variable k̂1 over
the range [−∞,∞]. The variable k̂1 has one membership function centered
at one and is denoted as μk̂1

val(u) which is a “valid” ratio between channels.
Following the notation in (15), we can define k̂1 as

k̂1 = (22)
x : Ch.Red/Ch.Green ratio

T (x) : {valid, not valid}
U : [−∞,∞]

G(x) : T (x) = 1 − T (x)

M :

⎧⎨
⎩

(
u, μk̂1

val(u)
)

,(
u, μk̂1

nov(u)
)∣∣∣ u ∈ U

⎫⎬
⎭

where μk̂1
val(u) uses (18), for c = 1, and σ = 1

3 ; while μk̂1
nov(u) is just 1−μk̂1

val(u).

4.5 Fuzzy Mander’s Colocalization Coefficients - General

The colocalization coefficients M1, M2 from Mander’s are defined over the
universe of discourse [0, 1] as explained previously, thus the linguistic vari-
ables M̂1, M̂2 will be defined in this universe as well. In [7] is described
the word “significant” μM̂1

sig (u) for a value of 0.746. Also we can find the

word “not much” μM̂1
nom(u) for 0.155, as well as “high” μM̂1

hig(u) for the range
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of [0.879, 0.993] (with mean value 0.936). Similarly, we can find the word
“strong” μM̂1

str (u) defined over the range [0.970, 0.998] (with mean value 0.984).
We also find μM̂1

noc(u) which is “not coincident” correlation for values less than
0.008. Finally the word “hard” μM̂1

har(u) is found for a value of 0.590. Following
the notation in (15), we define M̂1 as

M̂1 = (23)
x : Colocalization Coefficient for Red Channel

T (x) :
{

not coincident, not much, hard,
significant, high, strong

}

U : [0, 1]
G(x) : T i+1 = {strong} ∨ {

very T i
}

M :

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(
u, μM̂1

noc(u)
)

,(
u, μM̂1

nom(u)
)

,
(
u, μM̂1

har(u)
)

,(
u, μM̂1

sig (u)
)

,
(
u, μM̂1

hig(u)
)

,(
u, μM̂1

str (u)
)∣∣∣u ∈ U

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

where μM̂1
noc(u) uses (16) for a = 0.008 and b = 0.155; μM̂1

nom(u) uses (18) for
c = 0.155 and σ = 0.2; μM̂1

har(u) uses (18) for c = 0.590 and σ = 0.2; μM̂1
sig (u)

uses (18) for c = 0.746 and σ = 0.2; μM̂1
hig(u) uses (18) for c = 0.936 and

σ = 0.2; finally μM̂1
str (u) uses (17) for a = 0.746 and b = 0.984. The linguistic

variable M̂2 is defined in the same way as M̂1, but the only difference is the
value for x which is “Colocalization Coefficient for Green Channel.”

4.6 Fuzzy Intensity Correlation Quotient Coefficient

Since the ICQ coefficient [7, 30] is defined over the universe of discourse
[−0.5, 0.5], the linguistic variable ÎCQ will be defined in this universe as
well. In [7] is described the word “segregated” μÎCQ

seg (u) for a values in the

range [−0.5, 0]. It is found as well the word “random” μÎCQ
ran (u) for values

near to zero. Finally the word “dependent” μÎCQ
dep (u) is found for values on

the range [0, 0.5]. Following the notation in (15), we define ÎCQ as
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ÎCQ = (24)
x : Intensity Correlation Quotient

T (x) : {segregated, random, dependent}
U : [−0.5, 0.5]

G(x) : T i+1 = {segregated} ∨ {
very T i

}

M :

⎧⎨
⎩

(
u, μÎCQ

seg (u)
)

,
(
u, μÎCQ

ran (u)
)

,(
u, μÎCQ

dep (u)
)∣∣∣u ∈ U

⎫⎬
⎭

where μÎCQ
seg (u) uses (16) for a = −0.5 and b = 0.5; μÎCQ

ran (u) uses (18) for

c = 0 and σ = 1
8 ; and finally μÎCQ

dep (u) uses (17) for a = −0.5 and b = 0.5.

4.7 Fuzzy Predicates from Linguistic Variables

Fuzzy predicates are a semantic representation of a sentence. For instance,
“It is cold outside.” Here we identify “cold” as the linguistic variable. In
colocalization analysis, we defined fuzzy predicates. As an example, consider
the fuzzy variables and the fuzzy predicates shown in Table 2. The syntax is
flexible so that the colocalization study performer can pick the combination
that best represent the human-like reasoning or help the best in human-like
decision making. Human-like knowledge representation can be achieved using
ordinary fuzzy predicates. Such fuzzy predicates depend on linguistic vari-
ables. For the particular case of quantitative colocalization analysis trough
florescence microscopy, fuzzy membership functions were created according
to the cases found in literature. In Figure 6 we present a summary of the mod-
eled membership functions. The relevance of this research can be summarized
in two parts: first, we addressed the inaccurate subjective human interpre-
tation of colocalization, providing a formal review of quantitative colocal-
ization coefficients; second, using fuzzy logic, we designed linguistic variables

Table 2. Definition of linguistic variables and fuzzy predicate examples

Fuzzy Predicate Definition Fuzzy Predicate Example

“r̂P [x] is r̂P [T (x)]” Pearson’s Correlation is strong

“r̂[x] is showing r̂[T (x)]” “Overlap Coefficient is showing high

colocalization”

“k̂1[x] is k̂1[T (x)]” “Ch.Red/Ch.Green ratio is not valid”

“M̂1[x] shows M̂1[T (x)] “Colocalization Coefficient for Red

colocalization” Channel is showing significant

colocalization”

“ÎCQ[x] shows ÎCQ[T (x)] “Intensity Correlation Quotient

staining” Coefficient shows random staining”
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Fig. 6. Graphical representation of the linguistic variables, and its associated
membership functions modeled from a literature review

based on literature review and provided an accurate human-like colocalization
quantification.

4.8 Experimental Results and Discussion

We performed several experiments in different databases such as Yeast and
A431 cells. The experiments consist of computing the previously described
coefficients and using them as inputs to a fuzzy system. The fuzzy system
consists of five linguistic variables that take its associated coefficient numer-
ical value and produce a set of human like colocalization quantification. The
linguistic variables x are constructed in the form of (15). The output of each
linguistic variable is computed by taking the maximum valued membership
function associated to that linguistic variable. Then, we use the linguistic
term T (x) associated to the maximum valued membership function to con-
struct a human-like sentence (fuzzy predicate). This procedure can be for-
malized in four steps:

Step 1. Image restoration. Channels R(n1, n2) and G(n1, n2) are restored
using the filter discussed in Section 2 to obtain ĉ(n1, n2).
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Table 3. Fuzzy predicates obtained from samples in Figures 1, 3, 4, and 5

Figure � Fuzzy Predicates.

Pearson’s Correlation is strong.
Overlap Coefficient is showing high colocalization.
Ch.Red/Ch.Green ratio is not valid.
Colocalization Coefficient for Red Channel shows

Figure 1 strong colocalization.
Colocalization Coefficient for Green Channel shows
strong colocalization.
Intensity Correlation Quotient Coefficient
shows segregated staining.

Pearson’s Correlation is strong.
Overlap Coefficient is showing high colocalization.
Ch.Red/Ch.Green ratio is not valid.
Colocalization Coefficient for Red Channel shows

Figure 3 strong colocalization.
Colocalization Coefficient for Green Channel shows
strong colocalization.
Intensity Correlation Quotient Coefficient shows
segregated staining.

Pearson’s Correlation is strong.
Overlap Coefficient is showing high colocalization.
Ch.Red/Ch.Green ratio is not valid.
Colocalization Coefficient for Red Channel shows

Figure 4. strong colocalization.
Colocalization Coefficient for Green Channel shows
strong colocalization.
Intensity Correlation Quotient Coefficient shows
segregated staining.

Pearson’s Correlation is high.
Overlap Coefficient is showing high colocalization.
Ch.Red/Ch.Green ratio is not valid.
Colocalization Coefficient for Red Channel shows

Figure 5. strong colocalization.
Colocalization Coefficient for Green Channel shows
strong colocalization.
Intensity Correlation Quotient Coefficient shows
segregated staining.

Step 2. Feature extraction. Features proposed in Section 3 are extracted
from ĉ(n1, n2) to form a row vector F =

[
rP , r, [k1, k2] , [M1, M2] , ICQ

]T .
Step 3. Fuzzification. Features vector F is fuzzified according to the lin-

guistic variable associated to each feature. Follows to construct a row vector

F̂ =
[
r̂P , r̂,

[
k̂1, k̂2

]
,
[
M̂1, M̂2

]
, ÎCQ

]T

.
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Table 4. Fuzzy predicates obtained from the A341 cells database

Step 4. Fuzzy predicates. For each element of the fuzzyfied features vector
F̂ the linguistic term T (x) is extracted according to the semantic rules M
associated to each linguistic variable. Then, fuzzy predicates are constructed
according to the skeleton shown in Table 2.

Let us consider the case of the samples shown in Figures 1, 3, 4, and 5.
The fuzzy predicates obtained from these cases are presented in Table 3.
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Clearly, fuzzy predicates alleviate the need for quantitative results in natural
language. Consider the experiments with the A341 cells database shown in
Table 4. These cases are also successful experiments in the construction of
colocalization fuzzy predicates.

The results shown represent a paradigm change in the quantitative colo-
calization analysis since current problems are solved visually and by hu-
man analysis. In this paper is proposed the usage of features and fuzzy
linguistic variables to provide an invariant human-independent result of
colocalization. Results provide a descriptive set of colocalization coefficient
interpretations that could lead researchers to a uniform and consistent
interpretation colocalization.

5 Conclusion

In this document we addressed the subjectivity problem in quantitative
colocalization analysis trough fluorescence microscopy. We presented the most
common quantitative colocalization coefficients reported in literature. These
coefficients are utilized to model a fuzzy system. Linguistic variables are mod-
eled using fuzzy logic theory from the reported colocalization coefficients. Fuzzy
membership functions were constructed based on literature review. The pro-
posed fuzzy model provides natural language quantitative colocalization
results through the evaluation of membership functions associated with lin-
guistic variables. Our model demonstrated successful assessment of quantita-
tive colocalization with natural language results. Results over the Yeast and
A431 cells database show consistency in the computations and in the quan-
titative colocalization assessment. The proposed model can be utilized in the
field of biological sciences where confocal fluorescence microscopy techniques
are used in the analysis of protein-to-protein interactions. This will alleviate
the paucity of formal quantitative colocalization analysis using novel compu-
tational intelligence methods. The proposed model provides a human-like en-
semble of colocalization coefficient interpretations that could lead researchers
to a uniform and consistent interpretation colocalization.
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