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Abstract
Transitioning from monolithic systems to cloud-native based on
microservice architecture is essential for organizations facing dy-
namic technological shifts and growing scalability demands. This
paper explores a machine learning-driven approach to decompose
monolithic systems into microservices, targeting maintainability
and modularization. Utilizing static analysis, we extract critical de-
pendency data from the monolith, which guides the configuration
of a Variational Autoencoder (VAE) and fuzzy c-means clustering
process. This approach enables precise tuning of hyperparameters
to optimize the decomposition into highly independent, scalable mi-
croservices. Our findings highlight the effectiveness of integrating
static analysis with machine learning to enhance the adaptability
and efficiency of distributed systems, providing valuable insights
into the nuanced impacts of hyperparameter adjustments on system
performance. Furthermore, we provide a novel systemmulti-variant
benchmark to the community.
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1 Introduction
In software architecture, monolithic systems have traditionally
been favored for their simplicity and straightforward development
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process, consolidating all functionalities into a single, unified struc-
ture. Monoliths, characterized by their simplicity and ease of initial
development, have played a pivotal role in the evolution of appli-
cations. However, as technology landscapes evolve and business
requirements become more dynamic, the limitations of monolithic
architectures have become apparent.

The motivation to transition from monoliths to microservices
is rooted in the quest for enhanced agility, scalability, and adapt-
ability. Monolithic architectures, while effective in their simplicity,
often encounter challenges when it comes to accommodating rapid
changes, selective service scalability, and facilitating efficient devel-
opment practices [19]. Microservices offer a compelling alternative,
allowing organizations to break down their applications into mod-
ular, independently deployable services. This transition enables
teams to iterate faster, scale specific functionalities independently,
and respond more effectively to evolving business needs. The moti-
vation for this shift lies in the pursuit of a more dynamic, responsive,
and scalable software ecosystem.

Amidst these architectural transformations, the role of static
analysis has become increasingly significant. Static analysis pro-
vides a systematic examination of the codebase without executing
the programs, offering insights into complex dependencies and
potential architectural divisions. This technique is essential for
identifying and understanding the tightly-knit components within
monolithic architectures that must be carefully separated during
the transition to microservices. By employing static analysis, de-
velopers can pinpoint service boundaries more accurately and de-
fine clearer interfaces between services, as discussed by Kalske et
al. (2018) [13]. Chy et al. [6] introduces a methodology for trans-
forming and optimizing existing microservice architectures using
machine learning techniques, specifically Graph Neural Networks
(GNN) and Variational Autoencoder (VAE). It aims to adapt meth-
ods initially designed for monolith-to-microservices migration to
the optimization of microservice systems proposed by Sooksatra et
al [21].

As the software engineering landscape continues to embrace
advancements in artificial intelligence, the integration of machine
learning into the process of decomposing monoliths adds a layer of
intelligence and efficiency. The motivation for employing machine
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learning in this context stems from the desire to make decomposi-
tion decisions more informed, data-driven, and adaptive. By lever-
aging machine learning algorithms, organizations can automate
the identification of optimal service boundaries and intelligently
distribute functionalities across microservices.

This paper delves into the intricate details of themachine learning-
based decomposition method [21]. The focal point of our investiga-
tion lies in utilizing static analysis insights from monolith systems
to drive the nuanced process of tuning a crucial hyperparameter
associated with the fuzzy 𝑐-means clustering algorithm recom-
mending appropriate system division. As we explore this machine
learning methodology, our research unveils the profound impact
that fine-tuning this specific hyperparameter exerts on the overall
performance of microservices. The empirical findings and analyses
presented herein shed light on the intricate relationship between
hyperparameter adjustments and the resulting efficacy of the de-
composition process.

In essence, our study extends existing machine learning-based
decomposition method [21] by providing nuanced insights into the
role of hyperparameter tuning as a key determinant in optimizing
microservices performance within the context of machine learning-
based decomposition strategies. This work demonstrates that the
approach [21] is not only theoretical but also practical and realistic,
showcasing the feasibility and benefits of our proposed method.
Furthermore, to validate the method, we use a large microservice
system benchmark, convert it to a monolith, and decompose it
based on our algorithm, followed by implementation, deployment,
and testing, assessing our approach’s feasibility and comparing the
result with the original system baseline. Finally, given the com-
munity’s lack of system multi-variant benchmarks to validate and
compare mono-to-micro methods to foster advancements in re-
search in this direction, we provide a new three-system-variant
benchmark.

The manuscript is organized as follows: Section 2 briefly de-
scribes previous works similar to ours; Section 3 formulates the
problem into an optimization problem; Section 4 describes our pro-
posed solution; Section 5 shows how to apply our approach on
an actual system, demonstrates the evaluation that compares our
approach with several hyperparameters and illustrates the results;
Section 6 concludes everything in the entire work.

2 Related Works
The transformation of monolithic applications into microservices
architectures has been a dynamic journey, blending software en-
gineering techniques with the innovative application of machine
learning. The early exploration of microservices decomposition
was marked by methodologies grounded in software engineering
principles. In 2017, Chen et al. [5] presented a dataflow-driven ap-
proach, leveraging Data Flow Diagrams (DFD) to unearth potential
microservices clusters. This approach focused on grouping similar
operations and data types for effective decomposition and promoted
cohesion within microservices. However, it heavily depended on
DFDs, which risked leading to inconsistent interpretations. Ex-
panding on this, Taibi and Systa [22] in 2019 proposed a detailed
framework, integrating both static and dynamic analyses within
a six-step schema, which, despite its comprehensiveness, revealed
limitations due to its reliance on expert input. Additionally, it also

lacked mechanisms for crucial tasks such as process identification
and the evaluation of decomposition quality.

Progressing further, Krause-Glau et al. [15] in 2020 integrated the
bounded-context concept from domain-driven design with static
and dynamic analyses for microservices extraction. This approach
meticulously refined the segmentation of monolithic systems into
microservices. The resultant architecture exhibited a notable im-
provement in service cohesion and a marked reduction in coupling.
In 2021, Auer et al. [2] introduced an industrial assessment frame-
work, focusing on key metrics for transitioning to a microservices
architecture, such as functional stability and maintainability.

A significant paradigm shift occurred with the incorporation
of machine learning techniques. IBM’s Mono2Micro [12], intro-
duced in 2021, employed hierarchical clustering for partitioning
application components, complemented by a web interface for visu-
alizing architecture and microservices boundaries. Eski and Buzluca
[9] further advanced automated extraction strategies by combin-
ing analyses with agglomerative hierarchical algorithms validated
against expert benchmarks.

The impact of machine learning extended to nuanced partition-
ing strategies. Abdullah et al. [1], in 2021, presented a URI-based
partitioning method using the k-means algorithm, and Kalia et
al.’s Mono2Micro framework [12] in 2020 optimized clustering for
microservice segmentation using spatio-temporal decomposition,
allowing for the dynamic collection and analysis of runtime call
traces while preserving temporal relationships.

The advent of graph neural networks (GNNs) marked another
milestone in microservices partitioning. Desai et al. [7] utilized
graph convolution networks (GCN) for clustering, while subsequent
studies, such asMathai et al. [17], adopted heterogeneous graph neu-
ral networks, demonstrating the flexibility of this approach. Yedida
et al. [25] optimized existing machine-learning-based methodolo-
gies, refining the partitioning process.

Recently, Trabelsi et al. [23] developed “MicroMiner", combining
machine learning and semantic analysis for transitioning legacy sys-
tems into microservices. Filippone et al. [10] proposed an approach
using graph clustering and the Louvain community algorithm for
creating cohesive microservices, highlighting scaling challenges in
larger systems. Moreover, Google’s Service Weaver [11] emerged,
automating application deployment to cloud-based microservices,
focusing on maintaining business logic integrity. This contrasts
with our approach, which provides a systematic guide for redesign-
ing and restructuring microservices architectures, underscoring
our contribution to this evolving field.

Sooksatra et al.[21] introduced a framework that utilizes the
variational autoencoder[14] and the fuzzy 𝑐-means algorithm [3]
to decompose a monolithic application into microservices whereas
Chy et al. [6] proposed a similar approach for optimizing existing
microservices. Our work is the first that investigates various hyper-
parameters of the fuzzy 𝑐-means algorithm to enhance the resulting
decomposition and builds upon the framework in [21].

To provide an overview of the methodologies used in transform-
ing monolithic applications into microservices architectures, we
summarize key related works. The following table highlights the
main techniques discussed in these studies. It includes approaches
such as data flow analysis, static and dynamic analyses, machine
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learning algorithms, and more. This comparison helps to under-
stand the evolution and variety of strategies employed in this field.
3 Problem Formulation
The starting point involves dealing with a monolithic application
consisting of 𝑛 classes, denoted as 𝐶 = 𝑐1, 𝑐2, . . . , 𝑐𝑛 . The objec-
tive is to partition this monolithic application into sets of classes
that form cohesive microservices. Achieving this requires balanc-
ing the granularity of the partitioning: too coarse-grained, and we
reintroduce monolithic issues; too fine-grained, and we risk perfor-
mance degradation due to excessive inter-service communication
and interdependencies.

To address these challenges, we establish several objectives. First,
we aim to ensure strong interdependence among classes within
each microservice, meaning classes that frequently interact should
ideally reside in the same microservice. Second, we seek to mini-
mize inter-microservice communication, as excessive interactions
between microservices can lead to performance bottlenecks. Third,
while we allow some classes to be duplicated across multiple mi-
croservices to reduce inter-service communication, we also aim to
minimize such duplications to maintain code manageability and
reduce technical debt.

The decomposition process involves analyzing the interaction
patterns among classes in the monolithic application. We model
these interactions to quantify the relationships and communication
needs between classes. Specifically:

• Distance between classes (𝑑1 (𝑐1, 𝑐2)): This metric mea-
sures the interaction frequency and dependency strength be-
tween classes 𝑐1 and 𝑐2. A lower distance indicates stronger
interaction and higher interdependence.

• Communication between microservices (𝑑2 (𝑚1,𝑚2)):
This metric captures the extent of communication required
between microservices𝑚1 and𝑚2. Lower communication
requirements are preferable to reduce latency and overhead.

• Duplicated classes (𝑑3 (𝑐)): This metric counts the number
of microservices in which a class 𝑐 is duplicated. Minimizing
this count helps maintain code maintainability.

We formalize the problem as amulti-objective optimization problem,
aiming to minimize a combination of these factors:

min
𝑀

∑︁
𝑚∈𝑀

∑︁
𝑐1∈𝑚

∑︁
𝑐2∈𝑚

𝑑1 (𝑐1, 𝑐2)+𝜆1
∑︁

𝑚1∈𝑀

∑︁
𝑚2∈𝑀

𝑑2 (𝑚1,𝑚2) +𝜆2
∑︁
𝑐∈𝐶

𝑑3 (𝑐),

where 𝑀 represents the set of microservices, 𝐶 represents the
set of classes, 𝑑1 (𝑐1, 𝑐2) quantifies the distance between classes 𝑐1
and 𝑐2, 𝑑2 (𝑚1,𝑚2) indicates the extent of communication between
microservices𝑚1 and𝑚2, and 𝑑3 (𝑐) signifies the number of occur-
rences of class 𝑐 across microservices. The parameters 𝜆1 and 𝜆2
act as weights to balance the importance of each objective in the
optimization problem.

Given the complexity of this problem, finding a global optimal
solution is impractical. Instead, we employ fuzzy algorithms and
neural networks to seek a local minimum, providing a feasible and
effective approach to partitioning the monolithic application into
well-defined microservices.

4 Our Approach
Ourmethodology draws inspiration fromworks presented in [8, 21],
and this section outlines details. Our approach, visualized in Fig.

1, comprises three essential steps: Data Preparation, Embedding-
Vector Creation, and Clustering. The input is a monolith application,
and the output is microservices. Note that clusters in Clustering
refer to microservices.

In the preliminary step focused on data preparation, a diverse set
of tools is utilized to extract valuable insights and construct a de-
pendency graph based on the application’s components. This graph
is then subjected to preprocessing to generate a feature matrix,
providing a foundation for subsequent stages.

Proceeding to the subsequent stage, a graph convolution network
is employed to process the information derived from the depen-
dency graph. This process results in the extraction of embedding
vectors for individual nodes within the graph, contributing to a
deeper understanding of their interdependencies.

Finally, the clustering utilizes the fuzzy 𝑐-means algorithm to
delineate and identify microservices based on the generated em-
bedding vectors. This multi-step process forms the backbone of our
approach, effectively partitioning the application into its respective
microservices.

(1) Data Preparation: To facilitate the input for our machine
learning model, we collected three distinct types of data from
a monolithic application: a dependency graph, an entrypoint
existence matrix, and an entrypoint co-existence matrix. The
dependency graph can be derived using static analysis applied
to the monolith system. In our notation, the set of entrypoints
is represented as 𝑃 . The dependency graph, denoted as 𝐴, takes
the form of a matrix enumerating all classes upon which a
specific class depends. The entrypoint existence matrix, labeled
𝐸, conveys the involvement of classes in paths initiated by
different entrypoints. In this matrix, 𝐸𝑖 𝑗 is set to 1when class 𝑖 is
part of at least one path initiated by entrypoint 𝑗 . The entrypoint
co-existence matrix, denoted as 𝐶𝑜 , provides insights into the
frequency of co-occurrence of two classes in paths initiated
by the same entrypoints. Here, 𝐶𝑜𝑖 𝑗 represents the number of
instances where class 𝑖 and class 𝑗 are present within the same
entrypoint-initiated paths.
To illustrate this process, consider a simplified monolithic ap-
plication with the following classes and entrypoints:
• Classes: 𝐶 = {𝑐1, 𝑐2, 𝑐3, 𝑐3}
• Entrypoints: 𝑃 = {𝑝1, 𝑝2}
Assume the following dependencies between classes:
• 𝑐1 depends on 𝑐2
• 𝑐2 depends on 𝑐3
• 𝑐3 depends on 𝑐4
From these dependencies, we construct the dependency graph
𝐴:

𝐴 =


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0


Next, consider the paths initiated by the entrypoints:
• For 𝑝1, assume the path is 𝑐1 → 𝑐2 → 𝑐3 → 𝑐4
• For 𝑝2, assume the path is 𝑐2 → 𝑐3 → 𝑐4
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Data Flow Diagrams (DFD) ✓
Static Analysis ✓ ✓

Dynamic Analysis ✓ ✓
Bounded- Context ✓

Hierarchical Clustering ✓ ✓
K-Means Algorithm ✓

Graph Convolution Networks (GCN) ✓
Heterogeneous Graph

Neural Networks ✓

Semantic Analysis ✓ ✓
Louvain Community Algorithm ✓

Variational Autoencoder ✓ ✓ ✓
Fuzzy C-Means Algorithm ✓ ✓ ✓
Metrics for Microservices ✓
Advanced Partitioning ✓

Table 1: Comparison of related researches

Entry-point
Existence Matrix

Entry-point Co-
existence Matrix

Embedding-
Vector Creation Clustering Resulting

Microservices

Data Preparation

DFS Algorithm

Feature Matrix

Java Parser

Concat

Dependency
Graph

Embedding
Matrix

Monolith
Application

Figure 1: The working flow of our approach

The entrypoint existence matrix 𝐸 is then constructed by per-
forming a depth-first search (DFS) from each entrypoint:

𝐸 =


1 0
1 1
1 1
1 1


In this matrix, 𝐸𝑖 𝑗 is set to 1 if class 𝑖 is part of a path initiated
by entrypoint 𝑗 . For example, class𝐴 is part of the path initiated
by 𝑝1 but not by 𝑝2.
The entrypoint co-existence matrix 𝐶𝑜 is built by counting the
number of times each pair of classes appears in the same path:

𝐶𝑜 =


0 1 1 1
1 0 2 2
1 2 0 2
1 2 2 0


For instance, classes 𝑐2 and 𝑐3 appear together in paths initiated
by both 𝑝1 and 𝑝2, so 𝐶𝑜𝑐1𝑐2 = 2.
To extract information from the system source code, parsers are
generally available and produce an Abstract Syntax Tree (AST)
representation of the code. The AST serves as the foundation

for extracting essential data from the code. We initially obtained
a list of all classes for generating the dependency graph related
to a specific class. Subsequently, we filtered this list to include
only classes located within the project’s root package, excluding
those imported from external libraries.
The derivation of the entrypoint existence matrix 𝐸 involved
implementing depth-first search (DFS) within the dependency
graph. DFSwas executed using class 𝑖 as the subject, designating
entrypoint 𝑗 as the root. When class 𝑖 was encountered at any
point during the DFS traversal, 𝐸𝑖 𝑗 was set to 1. In parallel, to
construct the entrypoint co-existence matrix𝐶𝑜 , DFS was again
employed within the dependency graph. This process entailed
enumerating all paths initiated by the entrypoints. Given class 𝑖
and class 𝑗 ,𝐶𝑜𝑖 𝑗 was set to the number of paths where these two
classes concurrently existed. Following this data collection, we
formed a feature matrix, represented as �̃� , as the concatenation
of 𝐸 and 𝐶𝑜 . Symbolically, this can be expressed as

�̃� = 𝐸 ⊙ 𝐶𝑜,

where the operator ⊙ signifies concatenation. As a result, the
size of �̃� is determined as |𝐶 | × (|𝑃 | + |𝐶 |). Subsequently, we
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employed graph convolutional network (GCN) techniques to
normalize �̃� based on the adjacency classes within the graph.
The normalization process is denoted as

𝑋 = �̃�− 1
2 �̃��̃�− 1

2 �̃� , (1)

where �̃� is 𝐴 added to the identity matrix 𝐼 , �̃� represents the
degree diagonal matrix, and �̃�𝑖𝑖 is calculated as the summation
of �̃�𝑖 𝑗 for all 𝑗 in 𝐶 .

(2) Embedding-Vector Creation: Building upon the dependency
graph 𝐴 and feature matrix 𝑋 , our approach employs a varia-
tional autoencoder (VAE) [14] to generate an embedding matrix
𝑍 . This matrix captures probabilistic information within the
latent space, allowing for a more nuanced understanding of
relationships between classes.
The process of generating the embedding vector using the VAE
involves the following steps:

(a) Encoder: The encoder network takes the feature matrix 𝑋
as input and maps it to a latent space to produce the mean 𝜇

and the standard deviation 𝜎 of the latent variables. This is
expressed as:

𝜇, 𝜎 = Encoder(𝑋 )
(b) Latent Space Sampling: From the mean 𝜇 and standard

deviation 𝜎 , we sample the latent variable 𝑍 using the repa-
rameterization trick:

𝑍 = 𝜇 + 𝜎 · 𝜖, 𝜖 ∼ N(0, 𝐼 )
(c) Decoder: The decoder network then reconstructs the input

feature matrix 𝑋 from the latent variable 𝑍 :

𝑋 = Decoder(𝑍 )
The VAE is trained to minimize a loss function that comprises
three components:
• Reconstruction Loss: This measures the difference between
the original feature matrix 𝑋 and its reconstructed version
𝑋 using Mean Squared Error (MSE):

𝑛∑︁
𝑖=1

| |𝑋𝑖 − 𝑋𝑖 | |22

• Graph Structure Loss: This ensures that the latent variables
𝑍 preserve the structure of the dependency graph 𝐴. We use
the inner product of 𝑍 to approximate 𝐴:

𝑛∑︁
𝑖=1

| |𝐴𝑖 − 𝑍𝑖𝑍
𝑇 | |22

• KL Divergence Loss: This regularizes the latent variables
𝑍 to follow a prior distribution (assumed to be a normal
distribution), using the Kullback-Leibler (KL) divergence:

KL(𝑍, 𝑝 (𝑍 ))
The overall loss function for the VAE is:

𝑛∑︁
𝑖=1

| |𝑋𝑖 − 𝑋𝑖 | |22 +
𝑛∑︁
𝑖=1

| |𝐴𝑖 − 𝑍𝑖𝑍
𝑇 | |22 + KL(𝑍, 𝑝 (𝑍 )), (2)

where 𝑝 (𝑍 ) is the prior distribution of 𝑍 assumed to follow
a normal distribution, KL(·, ·) is the KL divergence function
between two distributions, and𝑀𝑖 denotes row 𝑖 of matrix𝑀 .

Incorporating the graph structure into the latent space embed-
ding allows the VAE to capture both the feature information
from 𝑋 and the structural information from 𝐴, resulting in a
comprehensive representation of the classes.

(3) Clustering: The clustering stage employs the fuzzy 𝑐-means
(FCM) algorithm [3], chosen for its flexibility in handling scenar-
ios where classes may exhibit varying degrees of membership
to multiple microservices. Note that this algorithm has two
hyperparameters: the number of microservices and the fuzzy
value𝑚. The algorithm produces a membership matrix𝑊 and
a centroid matrix Γ. No other clustering algorithm offers this
advantage naturally.
This stage is crucial for determining the microservice assign-
ments for each class. The FCM algorithm minimizes the objec-
tive function, which is a weighted sum of squared distances
and membership values:

𝑘∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑊𝑗𝑖 | |𝑍 𝑗 − Γ𝑖 | |22,

where 𝑘 is the number of microservices, 𝑛 is the number of
classes, 𝑍 𝑗 is the embedding of class 𝑗 , Γ𝑖 is the centroid of
microservice 𝑖 , and𝑊𝑗𝑖 represents the membership value of
class 𝑗 in microservice 𝑖 .
The resulting assignments are based on memberships greater
than a specified maintainability threshold. This threshold is a
parameter that ensures classes are assigned to microservices
in a way that balances code maintainability and performance.
Specifically, the maintainability threshold controls the extent
to which a class can belong to multiple microservices. A higher
threshold means a class must have a stronger association with
a microservice to be assigned to it, reducing the number of du-
plications across microservices. Conversely, a lower threshold
allows more flexibility, increasing the likelihood of a class be-
ing shared across multiple microservices, which might improve
performance but could also increase maintenance complexity.
The maintainability threshold is therefore critical in influencing
the final microservice architecture by balancing the trade-offs
between code duplication and inter-microservice communica-
tion. By adjusting this threshold, we can control how strictly
the classes are partitioned, ensuring an optimal balance that
aligns with the desired maintainability and performance goals.
Overall, we use the graph convolutional network to create the

feature matrix (𝑋 ) and then apply the variational autoencoder to
obtain the embedding matrix (𝑍 ) for classes. At last, we utilize the
fuzzy c-means to group all the classes based on their embedding
vectors in 𝑍 .

In this work, we focus on tuning the hyperparameter𝑚 of the
FCM algorithm in the clustering step to show the significant influ-
ence of𝑚 on the microservices’ performance.

5 Case study
Exploring Mono2Micro approaches poses a significant challenge
due to the scarcity of large, realistic systems available in both mono-
lithic and microservices versions. Existing system benchmarks, de-
veloped primarily for showcasing microservice systems, lack the
intention to stress-test a monolith. In response, our semi-automated
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methodology not only tackles this challenge but also introduces a
novel testing benchmark tailored for the Mono2Micro community.

5.1 Case Study Objectives
The selection of an appropriate microservice system for our case
study involved a meticulous evaluation of options within the mi-
croservices architecture domain [18]. Identifying a critical and com-
plex microservice system that authentically mirrors real-world
applications proved to be a formidable task.

In our pursuit of an ideal benchmark, we extensively surveyed
available options, considering their attributes. While individual
microservices [18] exhibit varying levels of complexity, they often
lack the holistic representation found in comprehensive applica-
tions. This scarcity of suitable alternatives is a common challenge
in microservices architecture research.

Furthermore, simpler microservices designed for experimenta-
tion may fall short of capturing the intricacies of real-world systems.
Conversely, highly intricate systems may impose impractical re-
source demands, limiting the scope of extensive research. Enter
the train-ticket microservice, striking a balance by embodying real-
world intricacies while facilitating comprehensive study.

5.2 Selected Microservice System
Our choice for the case study is the train-ticket microservice system
[27]. This system stands out for its capacity to represent real-world
intricacies while offering a conducive environment for comprehen-
sive study. Moreover, a testing benchmark for this system has been
published for full end-to-end test coverage [20].

Widely acknowledged in existing literature [16, 26], the train-
ticket system serves as an indispensable reference for evaluating
novel methodologies, including the one presented in this study.
Comprising 47 microservices, the system orchestrates a train-ticket
booking platform with a diverse technological landscape. Program-
ming languages such as Java, Node.js, Python, and Go, coupled with
frameworks like Spring Boot/Cloud, Express, Django, and Webgo,
contribute to its richness.

For our experimentation and analysis, we focus on a specific
subset: the 42 Java-based microservices. This targeted subset forms
the core foundation of our research, allowing for a meticulous
and in-depth examination of their composition, dependencies, and
structural intricacies.

To initiate our experiment, we need an application monolith,
and thus, we have manually converted the train ticket system into
a monolith version. To validate the correctness of this system ver-
sion concerning the functionality and offered features, we have
performed the full end-to-end test coverage [20] benchmark on
both system versions, with all tests passing. This monolith version
will be publicly available with a full version of this manuscript.1

Moreover, for both systems, we also extracted the system inter-
mediate representation [4] of the service endpoints and the canoni-
cal data model (context map) using static analysis; while this gives
approximation, it allowed us to evaluate matching data model and
assess match of system endpoints.

1We have made available the monolithic version of the train-ticket system benchmark
in https://zenodo.org/records/11215085

5.3 Our Approach on Train-Ticket Application
We navigate through the intricacies of the decomposition process
illustrated in Data Preparation, Embedding-Vector Creation, and
Clustering as depicted in Fig. 1. The systematic breakdown unfolds
as follows:

(1) Data Preparation: To initiate the decomposition journey,
the monolithic version of the train-ticket application un-
dergoes the discerning gaze of Javaparser. This inspection
yields a dependency graph 𝐴, laying the groundwork for
subsequent operations. The subsequent steps involve the
creation of the entrypoint existence matrix 𝐸 and the entry-
point co-existence matrix 𝐶𝑜 through the adept application
of the DFS algorithm on 𝐴. Merging these matrices using (1)
crafts the feature matrix 𝑋 , a critical artifact in our quest for
microservices.

(2) Embedding-Vector Creation: Building upon the founda-
tion laid by 𝑋 , the subsequent stage witnesses the ascen-
dancy of our Variational Autoencoder (VAE). This architec-
tural maestro transforms 𝑋 into an embedding matrix 𝑍 ,
governed by the intricate dance of the loss function encapsu-
lated in (2). The resultant 𝑍 emerges as a key player, poised
to influence the unfolding narrative. It’s noteworthy that,
for comparative analysis, we also employ an autoencoder,
introducing a nuanced exploration of alternative methodolo-
gies.

(3) Clustering: During the crucial phase, the FCM algorithm
plays a central role, organizing the clustering process on 𝑍 .
Each row in 𝑍 represents an embedding vector, capturing
the characteristics of each class. We use the elbow method,
as explained in our experiments, to help us decide the best
number of microservices. Classes are allocated to clusters (or
microservices) based on their membership scores exceeding
a certain maintainability threshold.

5.4 Number of Microservices Selection
In our investigation of the hyperparameters associated with the
FCM algorithm, specifically focusing on the number of microser-
vices and the fuzziness coefficient 𝑚, we conducted an in-depth
exploration to discern their impact on the decomposition process.
The hyperparameters play a crucial role in influencing the efficiency
and effectiveness of the algorithm in partitioning a monolithic ap-
plication into microservices.

To assess the performance of different configurations, we em-
ployed the computation of the sum of squared errors (SSE) as a
key metric. The SSE provides valuable insights into the quality of
the decomposition, with lower values indicating better results. Our
analysis considered a range of settings for the number of microser-
vices, and varying values of the fuzziness coefficient𝑚.

Fig. 2 visually represents the SSE across the spectrum of the
number of microservices for each distinct value of𝑚. A notable
observation emerged in the range of 0 to 100 microservices, where
the algorithm exhibited optimal SSE minimization with𝑚 = 2. This
finding implies that, within this microservice count range, the fuzzi-
ness coefficient of 2 yields a decomposition with minimal errors. It’s
worth highlighting that exceeding 100 microservices might lead to
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(a)𝑚 = 2 (b)𝑚 = 3 (c)𝑚 = 4

(d)𝑚 = 5 (e)𝑚 = 6 (f)𝑚 = 7

(g)𝑚 = 8 (h)𝑚 = 9 (i)𝑚 = 10

Figure 2: Sum of square error produced by the FCM algorithm for each number of microservices and𝑚.

increased maintenance difficulties, prompting a practical constraint
on the upper limit of the microservice count.

Interestingly, as we progressed to higher values of𝑚, particu-
larly starting from𝑚 = 3, the characteristic elbow shape, typically
utilized in the elbow method to identify an optimal number of clus-
ters, became less evident in the trend. This phenomenon posed a
challenge in applying the elbowmethod to discern the ideal number
of microservices for these configurations. Despite the absence of
a distinct elbow shape, it is worth noting that such a structural
change might become discernible when the number of microser-
vices surpasses 100. Nevertheless, it is essential to acknowledge that
such a large number of microservices is not anticipated in practical
scenarios.

Our exploration of hyperparameters reveals that the fuzziness
coefficient𝑚 = 2 showcases superior SSE minimization within a
reasonable range of microservices, and practical considerations
discourage exceeding a certain threshold, emphasizing the need for
a balance between decomposition quality and maintainability.

Upon meticulous analysis, a noteworthy finding emerged when
𝑚 = 2, where the number of microservices reached a distinct elbow
point at 20 microservices, as illustrated in Fig. 2a. This observation
signifies a crucial juncture in the curve where the trade-off between
intra-microservice cohesion and inter-microservice separation is
optimized. As a result, we have chosen this specific number of
microservices, 20, as the basis for subsequent experiments, aiming
for a balance between granularity and comprehensibility in the
decomposed system.

Fig. 3 vividly depicts the microservice assignments for various
values of𝑚. Each color represents a distinct microservice, providing
a visual representation of the decomposition results. It becomes ev-
ident that as the fuzziness coefficient𝑚 increases, the microservice
assignment becomesmore nuanced and blurred. This is prominently
illustrated in Fig. 3i, where𝑚 = 10, showcasing overlapping mi-
croservices such as the grey microservice intertwining with several
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Figure 3: Scatter plot of 20 assigned microservices produced by the FCM algorithm for each𝑚.

others (e.g., orange, black, and purple microservices). This obser-
vation underscores the substantial impact of𝑚 on the granularity
and clarity of microservice assignments.

In summary, our exploration highlights the critical role of the
fuzziness coefficient 𝑚 in shaping the microservice assignment.
The choice of𝑚 = 2 and the corresponding elbow point at 20 mi-
croservices serve as a pivotal configuration for striking an optimal
balance between cohesion and separation in the decomposed sys-
tem, showcasing the nuanced influence of hyperparameter choices
on the resulting microservices.

5.5 Evaluation Metrics
We do not generate codes for the resulting microservices. Hence,
we cannot run and evaluate it in the running time. Therefore, we
only use metrics that evaluate the architecture of the microservices
for comparison. The metrics are briefly described as follows:

• Structural Modularity (SM): This metric demonstrates
how strong the connection among members in a microser-
vice is, compared to the connection between the members
and the classes outside the microservice. We can formulate
this as follows:

SM =
1
𝑘

𝑘∑︁
𝑖=1

𝑒𝑖

𝑛2
𝑖

− 2
𝑘 (𝑘 − 1)

𝑘−1∑︁
𝑖=1

𝑘∑︁
𝑗=𝑖+1

𝑒𝑖, 𝑗

2𝑛𝑖𝑛 𝑗
,

where 𝑘 is the number of clusters, 𝑒𝑖 is the number of edges
inside cluster 𝑖 , 𝑛𝑖 is the number of classes inside cluster 𝑖 ,
and 𝑒𝑖, 𝑗 is the number of edges between cluster 𝑖 and cluster
𝑗 . We aim to obtain a high SM for the resulting clusters.

• Interface Number (IFN): This metric directly counts the
number of external connections of each microservice and de-
termines the average of the external connections. Therefore,
a good microservice should have a low IFN.

5.6 Results
The outcomes of our evaluation are visually depicted in Fig. 4 and 5,
showcasing the Structural Modularity (SM) and Interface Number
(IFN) scores, respectively. These figures provide a comprehensive
insight into the relationship between maintainability thresholds,
fuzziness coefficient (𝑚) values, and the resulting SM and IFN met-
rics.
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Figure 4: SM scores for the resulting 20 microservices from
the FCM algorithm with several maintainability thresholds
and𝑚 values

Figure 5: IFN scores for the resulting 20 microservices from
the FCM algorithm with several maintainability thresholds
and𝑚 values

A crucial observation emerges as we scrutinize the impact of
varying maintainability thresholds in conjunction with different
𝑚 values on the SM scores. Intriguingly, the relevance of the main-
tainability threshold diminishes as𝑚 increases. This is perceptible
in the graphical representation where the curve transforms into a
linear trajectory around𝑚 = 6 for both SM and IFN scores. While
the results with𝑚 = 4 exhibit superior performance in terms of
SM scores, an interesting revelation surfaces concerning IFN scores.
Specifically, results obtained with 𝑚 = 2 and a maintainability
threshold exceeding 0.35 outshine others in the IFN domain. This
dynamic interplay between𝑚 and the maintainability threshold
underscores the nuanced considerations that users need to weigh
based on their priorities and the metrics they prioritize.

The divergence in performance across SM and IFN metrics for
different 𝑚 values accentuates the trade-offs inherent in the de-
composition process. Users are confronted with the challenge of
balancing the structural cohesion captured by SM with the effi-
ciency of external connections reflected in IFN. The dependency
on user priorities becomes paramount in determining the most
suitable configuration, whether it be favoring superior SM scores

Microservice 1

"UserRepository", "EmailConfig", "AuthUserRepository", "TrainServiceImpl",
"PriceController", "JWTUtil", "PriceConfigRepository", "JsonUtils", "DeliveryRepository",

"NotificationController", "ExecuteControlller", "FoodController", "RouteInfo", "JWTProvider",
"AssuranceType", "Type", "ItemNameUtil", "VerifyCodeService", "TrainTicketApplication",

"BaseException", "SecurityConfig", "CommonOrderAlterInfo", "ConsignController",
"SecurityRepository", "Trigger", "InsidePayment", "NotifyRepository"

Figure 6: Example microservice 1 generated by our approach
with 20 clusters and𝑚 = 2 that allow duplication and with
the maintainability threshold of 0.25

Microservice 2

"TrainTicketApplicationTests", "VerifyCodeController", "TextMapUtil", "InfoConstant",
"OrderSecurity", "AdminRouteController", "ConsignPriceController", "ExceptionUtils",

"DocumentType", "Account", "FoodOrder", "AdminTrip", "AssuranceTypeBean",
"RabbitSend", "Queues", "SwaggerConfig", "GetAccountByIdResult", "TrainService",

"AuthUserDetailsServiceImpl", "UserOperationException"

Figure 7: Example microservice 2 generated by our approach
with 20 clusters and𝑚 = 2 that allow duplication and with
the maintainability threshold of 0.25

with𝑚 = 4 or prioritizing optimal IFN results with𝑚 = 2 and a
specified maintainability threshold.

In essence, our findings underscore the complexity of decision-
making in microservice decomposition, where users must navigate
the intricate interplay betweenmaintainability thresholds and fuzzi-
ness coefficient values to align the outcomes with their specific
objectives and metric preferences.

5.7 Recommended System Decomposition
Our approach recommended to decompose the system into 20 mi-
croservices. It was configured with an𝑚 value of 2, and a main-
tainability threshold of 0.25. Figs. 6 and 7 depict two microservices
generated through our approach. It is noteworthy that the classes
featured in the microservice illustrated in Fig. 6, originally dispersed
across 18 distinct microservices, have harmoniously converged into
a cohesive new microservice.

Moreover, Fig. 7 showcases another instance of the effective-
ness of our approach. That is, the approach efficiently consolidates
classes from 14 different microservices into a singular, optimized
entity, strategically enhancing both functionality and maintainabil-
ity. This amalgamation is not arbitrary; it is a product of meticulous
parameter tuning. The resulting microservice is not merely a con-
tainer for diverse classes but a well-structured, cohesive unit. It
skillfully intertwines functionalities from its constituent classes,
potentially reducing inter-service communication overhead and
streamlining operational flows within the emerging microservice.

5.8 Assessing Recommended Decomposition
To assess the feasibility of our approach and validate our recom-
mendation, we followed the proposed decomposition to implement
the new system versions. Our approach recommended microservice
responsibilities expressed through suggested components (classes
with annotations in the Spring framework). Throughout the trans-
formation process, we identified that the original system exhibited

51



ASEW ’24, October 27-November 1, 2024, Sacramento, CA, USA Sooksatra et al.

microservice anti-patterns where service components and data
entities were inappropriately injected into various microservices
through libraries. While such a mechanism could be aimed at encap-
sulation for reuse, it is known to be a bad practice in cloud-native
[24] since such injection introduces dependencies across microser-
vices and limits their independent evolution. Our algorithm’s rec-
ommendations, implemented in the new version, effectively elimi-
nated these injections, enhancing the architectural integrity. At the
same time, there were limitations in the proposed decomposition.
In particular, a small set of controllers overlapped because of the
limited algorithm granularity. The original controllers’ methods
had low cohesion when assigned. These were identified as part
of the algorithm’s output but needed to be further refined in our
implementation.

5.9 Resulting Implementation Assessment
We critically evaluated the transformation from the original 47-
microservice train-ticket system, focusing on the 42 Java-based
Spring Boot services, to a monolithic system version and subse-
quently to a more modular 20-microservice version. This transition,
driven by our proposed machine learning algorithm, aimed to ad-
dress modularity and key architectural concerns. The new system
versions’ source code is shared as an anonymous package2.

Considering all system versions, the system intermediate repre-
sentation was extracted and analyzed [4]. The service endpoints
and the canonical data model matched across versions. Functional
equivalence with the original system was verified using the avail-
able testing benchmark [20], with all tests successfully passed. This
ensured that the new microservices maintained the same function-
alities as the original.

At the same time, when we compare the source code analysis
(SourceMonitor3) of the 20 and 42 microservice system versions, the
20 microservices have more lines of code and more classes in total,
which is given by the elimination of the shared resources through a
library anti-pattern and by our algorithm allowing class replication.
The results on cyclomatic complexity are skewed, given the anti-
pattern elimination. Yet, the design change to 20 microservices
provides greater autonomy to individual microservice evolution,
eliminating ripple effects and change propagation. This streamline
updates and modifications that do not promote multiple modules,
which makes it more efficient to adapt or change requirements. It
is also more cohesive as the naming of the services and domain
knowledge is logically organized (related functionalities in the same
modules), enhancing the system’s clarity and coherence.

The new system version shows better maintainability and evolv-
ability with more independent microservices. At the same time, it
must be considered from the context where a more thorough com-
parison and assessment needs to be performed, which is beyond
the scope of this work.

Using dynamic analysis, our testing assessment considered CPU
and Memory usage. The 42-microservice system version needed
16.83GB of RAMand 57.02%CPU to runwhereas the 20-microservice

2The source code of the monolith, 20-microservice, and 42-microservice system version
benchmark are available in https://zenodo.org/records/11215085; moreover, we share
the screenshots of passing end-to-end tests benchmark and the user interfaces examples
from running system in the package
3SourceMonitor https://www.derpaul.net/SourceMonitor

version required 9.94 GB and 37.01% CPU. We conducted a total
of 11 tests using Selenium, covering all user interfaces in the origi-
nal repository. On average, the 42-microservice version took 4.07
minutes and the 20-microservice version took 3.2 minutes for test
execution.

6 Conclusions
In the culmination of our research, we center our focus on the
intricate process of transitioning from monolithic to microservices
structures. The crux of our investigation lies in the adaptation
and application of an extended machine learning methodology
originally conceived for navigating the complexities of this trans-
formative journey.

Within our study, we introduce a machine learning-based ap-
proach that harnesses the power of graph neural networks, varia-
tional autoencoders, and the FCM algorithm. Our exploration delves
into the nuanced impact of hyperparameters, particularly the num-
ber of microservices and the fuzzy value𝑚, on the performance
of the resulting microservices. This elucidation underscores the
critical role that thoughtful parameter tuning plays in achieving
optimal outcomes.

The empirical demonstration of our approach’s effectiveness is
manifested through concrete examples showcasing the resultant
microservices. Therefore, our exploration reveals the complexity of
choosing hyperparameters, highlighting the tradeoffs involved. In
contrast to previous efforts [21], our work provides users with more
alternatives using fuzzy values. These examples provide concrete
proof of our methodology’s ability to intelligently group relevant
classes into coherent microservices.

Our approach on an established system benchmark makes our
work not only theoretical but also validated by actual system im-
plementations that deploy, run, and pass tests. Such broad effort al-
lowed us to perform realistic assessments and prove our approach’s
feasibility and benefits. Moreover, it must be recognized that our
work builds cross-domain bridges and brings significant advance-
ment to the interdisciplinary community in the form ofmicroservice
system benchmarks that a) invite ML experts to further improve
system decomposition to optimize various system qualities using
the system monolith version as input and the original system as
an assessment baseline, and b) invite software engineers to further
validate qualities of provided system benchmark versions.

Looking forward, future avenues of research beckon us to expand
the scope of information incorporated into our machine learning
algorithms. A prospective enhancement involves integrating the
actual codes of the classes into the input of machine learning mod-
els, such as Transformers. This augmentation empowers machine
learning models to make more informed decisions, facilitating the
grouping of classes into microservices with a heightened level of
accuracy and relevance.
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