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Abstract—Recent breakthroughs in deep learning algorithms
introduced the image super-resolution technique that maps
the low-resolution image to generate a high-resolution image.
These techniques increase various surveillance applications by
providing finer spatial details than data from original sensors.
Satellite images obtained from Moderate Resolution Imaging
Spectroradiometer (MODIS) observation offer essential informa-
tion about the earth’s landscape, ocean, and ecosystem, con-
tributing to monitoring various applications in the scientific
field. The spatial resolution of satellite images has a significant
impact on image accuracy. This paper focuses on improving
image resolution by training a convolutional neural network
to produce super-resolution images from low-resolution images.
We present an implementation of Super Resolution Generative
Adversarial Network (SRGAN), a GAN-based approach that uses
a perceptual loss function that includes an adversarial loss and
a content loss. Using a discriminator network that is designed
for discerning between super-resolved images and original photo-
realistic images, the adversarial loss drives the solution of this
architecture to natural images. Moreover, the content loss is
driven by perceptual similarity rather than pixel space similarity.
We used this architecture to satellite images collected from NASA
MODIS devices and found satisfactory results. Our key finding
is that our system’s result can now be used to improve a variety
of low-resolution images.

Index Terms—image resolution, GAN, satellite image, deep
neural network, super resolution

I. INTRODUCTION

In the past few years, satellite imagery processing has
received significant attention in the scientific community’s
significance in a wide range of application circumstances. A
variety of real-world applications, including medical images for
clinical activities, aerial image interpretation, geographic image
analysis, video surveillance, astronomical data analysis, require
high-resolution images. As high resolution (HR) images provide
critical information, they are also highly desirable in satellite
images. Satellite imaging with high resolution can capture
fine details on the surface. Thousands of artificial satellites
are currently orbiting the earth, each taking photographs
of space for a different purpose. These satellites keep an
eye on clouds, wildfires, volcanoes, oceans, land, and ice.
Land analysis, weather and disaster prediction, air quality
measurement, topographic analysis, geosciences, and other
applications depend heavily on satellite images, and those
images have numerous applications in scientific research
studies.

For capturing detailed information, improving the resolution
and accuracy of an image is essential. The task of reconstructing
high-resolution images from one or more low-resolution (LR)
images of the same scene is known as super-resolution (SR). To
put it another way, LR stands for single image input, HR stands
for the actual image, and SR stands for the predicted high-
resolution image. The LR images are usually down-sampled HR
photos with some noise applied when using machine learning
algorithms. The SR can be categorized into single image super-
resolution (SISR) and multi-image super-resolution (MISR)
based on the number of input LR images. Satellite imaging is
an excellent case where SISR may be helpful.

In recent decades, enhacing image quality has been a popular
research area in the study of image processing and computer
vision. Deep Convolutional Neural Networks (CNNs) [1] are
often used to solve the challenge of image super-resolution
since they exhibit remarkable accuracy improvements. Recon-
struction based techniques for superresolving satellite images
have been developed in the recent years [2], [3]. The residual
learning technique was incorporated into computer vision
tasks to develop a deeper CNN demonstrating outstanding
achievement [4]. GAN [5] has also been utilized to image
SR in computer vision. GAN is a deep convolutional network
that acts as a strong tool for building natural-looking images
with high image quality, which pushes reconstructions to travel
toward search space regions with a high likelihood of having
photo-realistic images, bringing them closer to the natural
image spectrum. The goal of this paper is to enhance the
resolution of satellite images by using the SRGAN proposed
by Ledig et al. in [6].

The main contribution of this paper is implementing a
resolution enhancement technique using an adversarial learning
process on satellite images to increase the image resolution.
The performance of the method is then measured using the
PSNR (power signal-to-noise ratio) method. The result shows
that the image resolution has been improved without losing
quality. The results and discussions section contains both visual
and quantitative information.

Section II presents a brief summary of related work in
image super-resolution, specially applied to satellite data and
the architecture of GAN and VGG19. Section III discusses
the methods, whereas Section IV discusses the data. The
experimental setup and model are described in Section V. The
results are discussed in Section VI, and the paper’s primary
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conclusions are drawn in Section VII.

II. RELATED WORK

The most deciding feature of an image has been defined as
“resolution” in many video processing applications [8] and
satellite image resolution enhancement [9]. Various image
resolution enhancement techniques came into the picture as
high-resolution images are expensive to capture and hard to
obtain due to certain limitations in terms of using image sensors
and physical devices [10]. For super resolution images, both
interpolation methods [11] and learning based algorithms [12]
are used as reconstruction method. [13] showed a Wavelet-based
resolution enhancement technique to enhance image resolution
using 250m resolution MODIS data. Super resolution (SR)
algorithms based on convolutional neural networks(CNN) [14]
have achieved great accomplishment in recent years. SRCNN
[15] learns an end-to-end mapping connection from LR to
HR using a three-layer network hierarchy. More sophisticated
networks are proposed to increase accuracy even more. [16]
expanded the layer count to 20 and used tiny filters, a fast
learning rate, and gradient clipping that could be adjusted.
[17] proposed an enhanced classification of satellite images
that uses CNNs. [6] uses three loss functions (perceptual loss,
adversarial loss, and content loss) to achieve significant results
while improving image quality. They retrieved photo-realistic
textures from heavily downsampled images. [18] achieved good
results over ZSSR (zero-shot super-resolution) and bicubic
interpolation. To identify and analyze objects from satellite
images [19], Generative Adversarial Network(GAN) has also
obtained great accuracy.

A. GAN by Goodfellow et al.

One of the most basic neural-based models that implement
adversarial learning is a GAN [5]. It trains two neural network
at the same time. A generative model G, that captures the
data distribution, and a discriminative model, D that tries to
determine whether the sample coming from training data or G.
The generator creates random noise from a random distribution,
and an adversary is created to produce fake inputs. Then the
discriminative model tries to learn to distinguish if the sample
coming from training data is true or fake input. To properly
recognize true input, the model learns from its mistake by
adjusting itself. In order to make the model fail, the adversary
would need to keep generating false inputs.

B. VGG19 by Simonyan et al.

VGG19 [7] is a 19-layer deep convolutional neural network,
which is a pre-trained model which has already been trained on
a large dataset ImageNet [20] which has more than a million
images. This network was evaluated by pushing a 3× 3 layer
to 19 layers which is showed in Fig. 1. The authors started
by adding more layers to VGGNet to get less error rate, but
after VGG16 the error rate did not improve, so they stopped at
adding 19 layers. This network has learned a diverse number
of rich feature representations for a variety of images, which
can classify a number of different object categories.

C. SRGAN by Ledig et al.

The functionality of the generator and discriminator of the
GAN is as follows:

The generator network takes input image and after a series of
convolutional layers and upsampling layers, it generates a super-
resolution image of shape 256 × 256 × 3. The discriminator
takes a high-resolution image and tries to identify whether the
image is generated or real(from data sample).

1) The Generator Network architecture: It contains the
following blocks which is showed in Fig. 2.

The pre-residual block It contains a single 2D convolutional
layer with an input shape of (64,64,3) and PReLU as an
activation function. The output shape has a feature size of 64.

The residual block The generator contains 16 residual
blocks which use Adam optimizer. The residual block contains
two 2D convolutional layers which are followed by a batch
normalization layer. There is also an extra layer that calculates
the sum of the input to the residual block and the output of the
batch normalization layer. The post residual block It contains
a single 2D convolution layer and PReLU as the activation
function which is followed by a batch normalization layer.
The upsampling block There are two upsampling blocks in the
generator. Each of them contains one convo 2D layer and one
upsampling 2D layer that uses PRelu as an activation function.
The resolution of the input image is increased and the final
output shape is (256, 256, 256). The final convolution layer
To generate the shape of the input image back which is (256,
256, 3), the last convolution 2D layer is applied.

2) The Discriminator Network architecture: Discriminator
determines the validity of generated high-resolution images.
This deep convolutional network contains 8 convolution layers,
each with an increasing number of 3× 3 filter kernels, rising
by a factor of two from 64 to 512 kernels [6]. Each time
the features are doubled, stridden convolutions are used to
reduce the image resolution. Each convolution block is followed
by a batch normalization layer. The two dense layers act as
classification blocks and the last layer predicts the chance of
an image being fake or real. The architecture is showed in
Fig. 3.

III. METHODOLOGY

For super image resolution, we will use SRGAN, which is
capable of inferring photo-realistic natural images [6]. SRGAN
exploits a multi-task loss to refine the result of a GAN-based
architecture that uses the SRResnet network architecture as the
basic building block.

We obtained low-resolution images by resizing the high-
resolution input images. It was reduced by 4 times. So, the
input 256×256 images become 64×64 low-resolution images.
Now the generator produces fake high resolution (256× 256)
images. At this point, the discriminator tries to identify the
discriminator loss between input high-resolution and fake high-
resolution images. Then, we extracted the features of high-
resolution images by using a pre-trained VGG19 network and
used it to train the generator against low-resolution images
along with high-resolution images.



Fig. 1. The 19 layers of VGG19 network used for feature extraction. This architecture was initially proposed by Simonyan et al. in [7]
.

Fig. 2. Architecture for Generator network.

Fig. 3. Architecture for Discriminator network.

A. Data

The data used in this project was collected from the Moderate
Resolution Imaging Spectroradiometer (MODIS) instrument
provided by National Aeronautics and Space Administration
(NASA). Both NASA Terra and Aqua spacecraft have the
MODIS instrument mounted on them. It has a viewing width

of 2,330 km and takes one to two days to view the entire
surface of the earth by collecting information by a wide-angle
lens and in 36 spectral bands. MODIS data is being used by
researchers to improve our understanding of global dynamics
and climate change. Each pixel in the most accurate NASA
images measures 10 meters per pixel, our MODIS data has a
spatial resolution of 250m.



Fig. 4. Input data of southeast USA, Ocotber 19, 2012, 16:05 UTC. Satellite:
Terra. Instrument: MODIS. Spatial resolution: 250m

We used celebA dataset [21] for initial training, which is
widely used in detecting, identifying, and performing face
recognition systems in many computer applications. This
dataset has more than two hundred thousand images each with
40 attribute annotations of the faces of different celebrities.

B. Experiments

At first, we implemented the methods from [6] by using
CelebFaces Attributes (CelebA) dataset,1 then we replicated
this work in Google Colab by upgrading it in Tensorflow v2
and then used that model to our satellite dataset. We trained
the model for first 5000 epoch on celebA dataset. The training
took more than two days on a single GPU computer. We have
seen the phenomenon that, if we feed something different than
face to the system, the resulting image tries to generate a face.
So we trained the model on our satellite image for the rest
20000 epochs and the system predicted the high resolution
images correctly.

We conducted data augmentation to increase the size of our
dataset. One sample data has been showed in Fig. 4. As the
center has better resolution and clarity, we chose 1024× 1024
from the center and took 16 images each sized 256 × 256,
which led us to 1248 images which were initially 78. Some of
the images showed black borders, so after removing 8 images,
and finally worked with 1240 images. We used the bi-cubic
interpolation to resize the images. After cropping and resizing,
the images looked like Fig. 5.

IV. RESULT AND ANALYSIS

The power signal-to-noise ratio (PSNR) measures the ratio
of highest pixel intensity to distortion power, and it is generated
from mean squared error (MSE). It can be defined as follows:

PSNR = 20 · log10 (MAX I)− 10 · log10 (MSE ) , (1)

1https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html

Fig. 5. A sample data of satellite image that is cropped from center.

where MAXI denotes the maximum intensity in the image.
The PSNR is one of the preferred measures of distortion
in reconstruction of images [22]. Fig. 6 shows an original
cropped satellite image (right), which gets downscaled and
is reconstructed back to its original high-resolution using the
SRGAN (middle) and bicubic interpolation (left). The figure
includes the PSNR to show that the model learned produces a
higher PSNR than bicubic interpolation [23]. Fig. 6 also shows
two different samples; on the top, it shows an image with land
and ocean, and at the bottom, it shows an image with clouds
and vegetation. From the image, we can see that the resolution
has been improved without losing quality.

The authors in [6], showed that as the number of training
iterations increases, the SRGAN generator network improves
its reconstruction performance. For this reason, we continued
to train our models for extended periods, producing the results
depicted in Fig. 7. The figure shows the difference between
the actual and the generated high-resolution image in different
image regions. For comparison, we show the original and the
reconstructed version from a low-quality input, and our results
indicate that the model performs well with very minimal visual
differences that are only perceived on zoomed-in versions.

The results obtained visually and numerically by showing
picture differences and PSNR amounts suggest that SRGANs
are a viable resource to increase the resolution of satellite
imagery. The experiments conducted here included downscaling
of up to a factor of four. In addition, the results show that the
models can execute proper reconstructions from low-resolution
imagery.

https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html


Fig. 6. PSNR evaluation of SRGAN for MODIS dataset with 250m spatial resolution. Right: original images that are down-scaled by a factor of four. Middle:
SRGAN reconstruction form down-scaled image. Left: Bicubic interpolation reconstruction from down-scaled image. Top and Bottom are different satellite
readings.

Fig. 7. Results after SRGAN reconstruction and corresponding reference HR image. Differences are barely noticeable in zoomed-in versions on the right.

V. CONCLUSION

We trained a GAN to perform super-resolution image
reconstructions on satellite images. The SRGAN augments the
traditional reconstruction loss function with an adversarial loss.
The experiment results show that applying super-resolution
GAN to improve image resolution leads to photorealistic
and clear images, an essential contribution in satellite image
analysis and processing. Furthermore, the model outperforms
the classic bicubic method when evaluated visually and
quantitatively with a PSNR measure.

We believe that the main contribution of this paper is to

show an interesting application for enhancing resolution of
satellite imagery, based on the SRGAN initially proposed by
Ledig et al. in [6]. Increasing resolution based on learned
characteristics of satellite imagery can lead to automatic image
enhancement based on evidence rather than numerical guess.
Scientific analysis of satellite data can be potentially improved
to include more detailed regional analysis on smaller areas.

Future work includes using more significant amounts of
satellite images with varied regions all over the world. Our
initial experiments were conducted on a limited set to retain
control of our experiments. Furthermore, SRGANs will be



trained on other available satellite datasets that could be helpful
for future scientific research. The current experiment was
limited to using MODIS data.
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